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#### Abstract

An alternative notion of an existential quantifier on four-valued Łukasiewicz algebras is introduced. The class of four-valued Łukasiewicz algebras endowed with this existential quantifier determines a variety which is denoted by $\mathbb{M}_{\frac{2}{3}} \mathbb{L}_{4}$. It is shown that the alternative existential quantifier is interdefinable with the standard existential quantifier on a four-valued Łukasiewicz algebra. Some connections between the new existential quantifier and the existential quantifiers defined on bounded distributive lattices and Boolean algebras are given. Finally, a completeness theorem for the monadic four-valued Łukasiewicz predicate calculus corresponding to the dual of the alternative existential quantifier is proven.
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## 1. Introduction

In [9] Halmos introduced the monadic Boolean algebras as the algebraic counterpart of the monadic predicate calculus. After this, several generalizations of monadic algebras were obtained for some classes of algebras associated to non-classic logics $[1,2,7,8]$. In particular, the monadic four-valued Eukasiewicz algebras were studied in $[1,7,8]$ as a four-valued Łukasiewicz algebra endowed with an existential (universal) quantifier, here called standard existential (universal) quantifier. However, it is important to point out that although the underlying propositional logic is non-classical, the corresponding quantifier is interpreted in the context of classical logic.

In this paper, we present an alternative notion of an existential quantifier on four-valued Łukasiewicz algebras, whose interpretation is non-classical, and

[^0]which turns out to be a generalization of the usual concept of an existential quantifier on Boolean algebras. This notion of quantifier arises as a generalization of the middle existential quantifiers on three-valued Łukasiewicz algebras introduced by Petrovich in [16]. In [17] a quantifier is associated to each element of the three-valued Łukasiewicz chain $\mathbf{3}=\left\{0, \frac{1}{2}, 1\right\}$ in the following sense. Let $X$ be a nonempty set and let $\mathbf{3}^{X}$ be the three-valued Łukasiewicz algebra where the operations are defined pointwise. If $\nu \in\left\{0, \frac{1}{2}, 1\right\}$ then the $\nu$ existential quantifier $\exists_{\nu}: \mathbf{3}^{X} \rightarrow \mathbf{3}^{X}$ is characterized by the following property, for each $f \in 3^{X}$ :
$\exists_{\nu}(f)$ is the constant function taking the value $\nu$ if and only if
$f$ takes the value $\nu$ in some element $x \in X$.
Thus $\exists_{1}$ and $\exists_{0}$ are the standard existential and universal quantifiers, respectively, defined on a three-valued Łukasiewicz algebra [14] while $\exists_{\frac{1}{2}}$ is the middle quantifier considered in [17].

Now, let $\mathbf{4}=\left\{0, \frac{1}{3}, \frac{2}{3}, 1\right\}$ be the four-valued Łukasiewicz chain and $4^{X}$ be the four-valued Łukasiewicz algebra where the operations are defined pointwise. So, in a similar way, we can define four quantifiers on $4^{X}$ which satisfy Property $\left(\mathrm{P}_{\nu}\right)$ for all $f \in 4^{X}$ and every $\nu \in\left\{0, \frac{1}{3}, \frac{2}{3}, 1\right\}$. Again $\exists_{1}$ and $\exists_{0}$ are the standard existential and universal quantifiers, respectively, defined on a four-valued Łukasiewicz algebra $[1,2]$. We can see that $\exists_{\frac{1}{3}}$ is the dual operator of $\exists_{\frac{2}{3}}$ as well as $\exists_{0}$ is the dual of $\exists_{1}$, i.e., $\exists_{\frac{1}{3}}=\neg \exists_{\frac{2}{3}} \neg$ and $\exists_{0}=\neg \exists_{1} \neg$. For this reason we will investigate only the properties of the existential quantifier $\exists_{\frac{2}{3}}$.

The paper is organized as follows. In Sect. 2, we define an operator on the functional four-valued Łukasiewicz algebras $4^{X}$ and, we study its main properties. Then, we introduce the general and abstract definition of the $2 / 3-$ existential quantifiers on four-valued Łukasiewicz algebras and show several properties from this definition. The main aim in Sect. 3 is to prove that the four-valued Łukasiewicz algebras endowed with a $2 / 3$-existential quantifier are polynomially equivalent to the four-valued Łukasiewicz algebras endowed with a standard existential quantifier (in the sense of [2]). In Sect. 4, we study some connections between the $2 / 3$-existential quantifiers on four-valued Łukasiewicz algebras and the Boolean existential quantifiers [9] defined on the Boolean elements and the lattice existential quantifiers [5] defined on certain distributive sub-lattices of four-valued Lukasiewicz algebras. In fact, we prove that from a $2 / 3$-existential quantifier it can be defined a Boolean existential quantifier and a lattice existential quantifier and reciprocally, under certain restrictions, from a Boolean existential quantifier and a lattice existential quantifier it is possible to define a $2 / 3$-existential quantifier. Finally, in Sect. 5 , we propose a monadic four-valued Łukasiewicz predicate calculus, which correspond to the $2 / 3$-universal quantifier. Then we prove a completeness theorem for this logic. To attain this, we need to consider a monadic four-valued Łukasiewicz predicate calculus corresponding to the standard universal quantifier [2] and we show a completeness theorem for it.

The variety of four-valued Łukasiewicz algebras is the algebraic counterpart of Lukasiewicz four-valued propositional calculus, but the variety of n -valued Łukasiewicz algebras for $n \geq 5$ does not correspond to Łukasiewicz n-valued propositional logic. Four-valued Łukasiewicz algebras are polynomially equivalent to four-valued $M V$-algebras and to four-valued Wajsberg algebras $[2,4,6,11]$. In [7] it is proved that monadic $n$-valued MV-algebras are polynomially equivalent to monadic $n$-valued Łukasiewicz algebras for $n=3$ and $n=4$.

A four-valued Łukasiewicz algebra, for short $L_{4}$-algebra, (see for instance [2] and [11]) is an algebra $\left\langle L, \vee, \wedge, \neg, \sigma_{1}, \sigma_{2}, \sigma_{3}, 0,1\right\rangle$ of type $(2,2,1,1,1,1,0,0)$ satisfying the following conditions, for all $x, y \in L$ and any $i, j \in\{1,2,3\}$ :
(L1) $\langle L, \vee, \wedge, \neg, 0,1\rangle$ is a De Morgan algebra,
(L2) $\sigma_{i}(x \vee y)=\sigma_{i} x \vee \sigma_{i} y$,
(L3) $\sigma_{i}(x \wedge y)=\sigma_{i} x \wedge \sigma_{i} y$,
(L4) $\sigma_{i} x \vee \neg \sigma_{i} x=1$,
(L5) $\neg \sigma_{i} x=\sigma_{4-i} \neg x$,
(L6) $\sigma_{i} \sigma_{j} x=\sigma_{j} x$,
(L7) $\sigma_{1} x \leq \sigma_{2} x \leq \sigma_{3} x$,
(MDP) if $\sigma_{i} x=\sigma_{i} y$ for all $i \in\{1,2,3\}$, then $x=y$ (Moisil's Determination Principle).

The following identity holds in every $L_{4}$-algebra and will be used frequently

$$
\begin{equation*}
x \wedge \neg x=\left(\neg x \wedge \sigma_{2} x\right) \vee\left(x \wedge \neg \sigma_{2} x\right) \tag{L8}
\end{equation*}
$$

For brief, we will denote an $L_{4}$-algebra $\left\langle L, \vee, \wedge, \neg, \sigma_{1}, \sigma_{2}, \sigma_{3}, 0,1\right\rangle$ by its support set $L$. We refer the reader to [2] and [11] for the basic properties of four-valued Łukasiewicz algebras. Let $L$ be an $L_{4}$-algebra. An element $x \in L$ is a Boolean element if $\sigma_{1} x=x$; we denote by $B(L)$ the set of Boolean elements of $L$.

Let $\left\langle\mathbf{4}, \vee, \wedge, \sigma_{1}, \sigma_{2}, \sigma_{3}, 0,1\right\rangle$ be the $L_{4}$-algebra of four elements where the operations are defined as follows: $x \vee y=\max (x, y), x \wedge y=\min (x, y), \neg x=$ $1-x$ and

$$
\sigma_{i}\left(\frac{k}{3}\right)=\left\{\begin{array}{lll}
0 & \text { if } & i+k \leq 3 \\
1 & \text { if } & i+k>3
\end{array} \quad \text { for all } i \in\{1,2,3\} \text { and } k \in\{0,1,2,3\} .\right.
$$

Let $X$ be a nonempty set. It is clear that $4^{X}$ is also a four-valued Łukasiewicz algebra where the operations are defined pointwise. The constant functions having the values $0, \frac{1}{3}, \frac{2}{3}$ and 1 will be denote by $\mathbf{0}, \frac{1}{3}, \frac{2}{3}$ and $\mathbf{1}$, respectively.

The standard existential and universal quantifiers on $4^{X}$ are defined by $\exists_{1} f=\bigvee_{x \in X} f(x)$ and $\exists_{0} f=\bigwedge_{x \in X} f(x)$, respectively, and it should be clear that $\exists_{0}$ and $\exists_{1}$ hold Property $\left(\mathrm{P}_{\nu}\right)$. In what follows we will define an existential quantifier associated to the element $\frac{2}{3} \in 4$.

## 2. 2/3-Existential Quantifiers on $L_{4}$-Algebras

Using the above considerations, we give an alternative notion of an existential quantifier on a functional $L_{4}$-algebra, and we show the main properties of this operator. Then, we will introduce an abstract definition of $2 / 3$-existential quantifiers on four-valued Lukasiewicz algebras.

Definition 2.1. Let $X$ be a nonempty set. We define the unary operator $\exists_{\frac{2}{3}}$ on $4^{X}$ by

$$
\exists_{\frac{2}{3}} f=\left(\bigvee_{x \in X} f(x)\right) \wedge \bigwedge_{x \in X}\left(f(x) \vee \sigma_{2} \neg f(x)\right)
$$

It is clear that $\exists_{\frac{2}{3}} f$ is a constant function for all $f \in 4^{X}$.
Notice that in the previous definition $f(x) \vee \sigma_{2} \neg f(x)=f(x) \vee 2 \neg f(x)$, for all $f \in 4^{X}$ and every $x \in X$, where $2 a=a \oplus a$, being $\oplus$ the sum of $M V$-algebras.
Proposition 2.2. The operator $\exists_{\frac{2}{3}}$ defined above on $4^{X}$ satisfies the property

$$
\begin{equation*}
\exists_{\frac{2}{3}} f=\frac{2}{3} \text { if and only if there is } x_{0} \in X \text { such that } f\left(x_{0}\right)=\frac{2}{3} \tag{2}
\end{equation*}
$$

Proof. First assume that there is $x_{0} \in X$ such that $f\left(x_{0}\right)=\frac{2}{3}$. Since $f(x) \vee$ $\sigma_{2}(\neg f(x)) \geq \frac{2}{3}$ for all $x \in X$ we have

$$
\bigvee_{x \in X} f(x) \geq \frac{2}{3} \quad \text { and } \quad \bigwedge_{x \in X}\left(f(x) \vee \sigma_{2}(\neg f(x))\right)=\frac{2}{3}
$$

Then, $\exists_{\frac{2}{3}} f=\frac{2}{3}$. Conversely, assume that $\exists_{\frac{2}{3}} f=\frac{2}{3}$. Then we have two possibilities $\bigvee_{x \in X} f(x)=\frac{2}{3}$ or $\bigwedge_{x \in X}\left(f(x) \vee \sigma_{2}(\neg f(x))\right)=\frac{2}{3}$. In the first case, there is $x_{0} \in X$ such that $f\left(x_{0}\right)=\frac{2}{3}$. Otherwise, there is $x_{0} \in X$ such that $f\left(x_{0}\right) \vee \sigma_{2}\left(\neg f\left(x_{0}\right)\right)=\frac{2}{3}$. Since the image of $\sigma_{2}$ is $\{0,1\}$, we obtain $f\left(x_{0}\right)=\frac{2}{3}$.

The following proposition tells us what the behaviour of $\exists_{\frac{2}{3}}$ is; the proof is not hard, and we leave the details to the reader.
Proposition 2.3. The operator $\exists_{\frac{2}{3}}$ introduced in Definition 2.1 can be expressed as follows:

$$
\exists_{\frac{2}{3}} f=\left\{\begin{array}{l}
0 \text { if } f=0, \\
\frac{1}{3} \text { if there is } x_{0} \in X \text { such that } f\left(x_{0}\right)=\frac{1}{3} \text { and } f \leq \frac{1}{3}, \\
\frac{2}{3} \text { if there is } x_{0} \in X \text { such that } f\left(x_{0}\right)=\frac{2}{3}, \\
1 \\
\text { if there is } x_{0} \in X \text { such that } f\left(x_{0}\right)=1 \text { and } \\
\quad f(x) \neq \frac{2}{3} \text { for all } x \in X .
\end{array}\right.
$$

The following proposition follows from Definition 2.1 and Proposition 2.3.
Proposition 2.4. The operator $\exists_{\frac{2}{3}}$ satisfies, for all $f, g \in 4^{X}$, the following properties:
(1) $\exists_{\frac{2}{3}} 0=\mathbf{0}$;
(2) $\sigma_{i} f \leq \exists_{\frac{2}{3}} \sigma_{i} f$, for $i \in\{1,2,3\}$,
(3) $\sigma_{i} \exists_{\frac{2}{3}} f=\exists_{\frac{2}{3}} \sigma_{i} f$, for $i \in\{2,3\}$,
(4) $\exists_{\frac{2}{3}}\left(f \wedge \exists_{\frac{2}{3}} g\right)=\exists_{\frac{2}{3}} f \wedge \exists_{\frac{2}{3}} g$,
(5) $\exists_{\frac{2}{3}} f \leq f \vee \sigma_{2} \neg f$,
(6) $\exists_{\frac{2}{3}}\left(f \vee \neg \sigma_{2} f\right) \leq \exists_{\frac{2}{3}} f \vee \neg \exists_{\frac{2}{3}} \sigma_{2} f$.

Now, taking into account the properties established in the previous proposition, we introduce the following definition.

Definition 2.5. Let $\left\langle L, \vee, \wedge, \neg, \sigma_{1}, \sigma_{2}, \sigma_{3}, 0,1\right\rangle$ be an $L_{4}$-algebra. An operator $\exists_{\frac{2}{3}}: L \rightarrow L$ is a 2/3-existential quantifier if satisfies the following conditions, for all $x, y \in L$ :
(A1) $\exists_{\frac{2}{3}} 0=0$,
(A2) $\sigma_{i} x \leq \exists_{\frac{2}{3}} \sigma_{i} x$, for $i \in\{1,2,3\}$,
(A3) $\exists_{\frac{2}{3}} \sigma_{i} x=\sigma_{i} \exists_{\frac{2}{3}} x$, for $i \in\{2,3\}$,
(A4) $\exists_{\frac{2}{3}}\left(x \wedge \exists_{\frac{2}{3}} y\right)=\exists_{\frac{2}{3}} x \wedge \exists_{\frac{2}{3}} y$,
(A5) $\exists_{\frac{2}{3}} x \leq x \vee \sigma_{2} \neg x$,
(A6) $\exists_{\frac{2}{3}}^{3}\left(x \vee \neg \sigma_{2} x\right) \leq \exists_{\frac{2}{3}} x \vee \neg \exists_{\frac{2}{3}} \sigma_{2} x$.
The pair $\left\langle L, \exists_{\frac{2}{3}}\right\rangle$ is a 2/3-monadic $L_{4}$-algebra if $L$ is an $L_{4}$-algebra and $\exists_{\frac{2}{3}}$ is a $2 / 3$-existential quantifier on $L$. For short, hereinafter we will write $\exists_{2}$ instead of $\exists_{\frac{2}{3}}$. We denote by $\mathbb{M}_{\frac{2}{3}} \mathbb{L}_{4}$ the class of all $2 / 3$-monadic $L_{4}$-algebras. It is clear that if we consider the language $\left\langle\vee, \wedge, \neg, \sigma_{1}, \sigma_{2}, \sigma_{3}, \exists_{2}, 0,1\right\rangle$ of type $(2,2,1,1,1,1,1,0,0)$, then the class $\mathbb{M}_{\frac{2}{3}} \mathbb{L}_{4}$ is a variety.

Example 1. Let $X$ be a nonempty set. Then $\left\langle 4^{X}, \exists_{\frac{2}{3}}\right\rangle$ is a $2 / 3$-monadic $L_{4^{-}}$ algebra, where $\exists_{\frac{2}{3}}$ is defined as in Definition 2.1.
Example 2. Let $L$ be an $L_{4}$-algebra and let $c$ be an element of $L$ satisfying the identities $\sigma_{2} c=0$ and $\sigma_{3} c=1$.
(i) The operator $\exists_{*}: L \rightarrow L$ given by the formula:

$$
\exists_{*} x= \begin{cases}1 & \text { if } x \in B(L) \text { and } x \neq 0 \\ 0 & \text { if } x=0 \\ c & \text { if } x \neq 0 \text { and } \sigma_{2} x=0 \\ \neg c & \text { otherwise }\end{cases}
$$

satisfies axioms (A1) to (A5) but not (A6).
We leave to the reader the task of verifying that $\exists_{*}$ satisfies axioms (A1) to (A5). Let $L$ be an $L_{4}$-algebra (for instance $L=4 \times 4$ ) and let $x \in B(L)$ be such that $x \neq 0$ and $x \neq 1$. Let $z=x \vee c$. Note that $\sigma_{2} z=\sigma_{2} x=x$. Then $\exists_{*}\left(z \vee \neg \sigma_{2} z\right)=\exists_{*}(x \vee c \vee \neg x)=\exists_{*}(1)=1$. On the other hand we claim that $\exists_{*} z=\neg c$. Indeed, it is clear that $z \neq 0$, so $\exists_{*} z \neq 0$. Since $x \neq 1$ then $z \notin B(L)$ because $z \geq c$ implies $\sigma_{3} z \geq \sigma_{3} c=1$, and if $z \in B(L)$ then $z=1=x \vee c$ and hence $1=\sigma_{2} x=x$, a contradiction. So $z \notin B(L)$. Since $x \neq 0$ it follows that $\sigma_{2} z=\sigma_{2} x=x \neq 0$. Therefore $\exists_{*} z=\neg c$. Finally, $\exists_{*} \sigma_{2} z=\exists_{*} x=1$ because $x$ is
a boolean element different from 0 , so $\neg \exists_{*} \sigma_{2} z=0$ and then $\exists_{*} z \vee \neg \exists_{*} \sigma_{2} z=\neg c$ and $\exists_{*}\left(z \vee \neg \sigma_{2} z\right)=1$, so the inequality given in (A6) does not hold.
(ii) The operator $\exists_{2}: L \rightarrow L$ given by the prescription:

$$
\exists_{2}(x)= \begin{cases}0 & \text { if } x=0 \\ c & \text { if } x \neq 0 \text { and } \sigma_{2} x=0 \\ \neg c & \text { if } \sigma_{2} x \neq \sigma_{1} x \\ 1 & \text { otherwise }\end{cases}
$$

is a $\frac{2}{3}$-existential quantifier.
Let $L$ be an $L_{4}$-algebra, $S$ an $L_{4}$-subalgebra of $L$ and $q: L \rightarrow L$ a function. We denote by $q_{/ S}$ the restriction of $q$ to $S$ and by $q(S)$ the image of $S$ by $q$. Next we give some basic properties of $2 / 3$-monadic $L_{4}$-algebras.

Proposition 2.6. Let $\left\langle L, \exists_{2}\right\rangle$ be a 2/3-monadic $L_{4}$-algebra and let $x, y \in L$. Then, the following properties hold:
(P1) $\exists_{2} 1=1$,
(P2) $\exists_{2} \exists_{2} x=\exists_{2} x$,
(P3) $x \leq \exists_{2} y$ implies $\exists_{2} x \leq \exists_{2} y$,
(P4) $\exists_{2} x \leq y$ implies $\exists_{2} x \leq \exists_{2} y$,
(P5) $x \in B(L)$ implies $\exists_{2} x \in B(L)$,
(P6) $x \in \exists_{2}(L)$ if and only if $\exists_{2} x=x$,
(P7) $\langle B(L), \exists / B(L)\rangle$ is a monadic Boolean algebra and $\exists_{2}(B(L))=\exists_{2}(L) \cap$ $B(L)$,
(P8) $\exists_{2} \sigma_{1} \exists_{2} x=\sigma_{1} \exists_{2} x$,
(P9) $\sigma_{1} \exists_{2} x \leq \exists_{2} \sigma_{1} x$.
Proof. (P1) It is straightforward from (A2).
(P2) $\exists_{2}\left(1 \wedge \exists_{2} x\right)=\exists_{2} 1 \wedge \exists_{2} x$. So, $\exists_{2} \exists_{2} x=\exists_{2} x$.
(P3) It follows from (A4).
(P4) It follows by applying (A4) and (P2).
(P5) Let $x \in B(L)$. So, $\sigma_{2} x=x$ and then, from (A3), we have $\sigma_{2} \exists_{2} x=$ $\exists_{2} \sigma_{2} x=\exists_{2} x$. Thus $\exists_{2} x \in B(L)$.
(P6) It follows from (P2).
(P7) It is clear from (P5), (A1), (A2) and (A4).
(P8) Since $\exists_{2}$ is an existential quantifier on $B(L)$ and $\sigma_{1} \exists_{2} x \in B(L)$, it follows that $\sigma_{1} \exists_{2} x \leq \exists_{2} \sigma_{1} \exists_{2} x$. Notice that $\sigma_{1} \exists_{2} x \leq \exists_{2} x$. So, by (P3) and (P2) we have $\exists_{2} \sigma_{1} \exists_{2} x \leq \exists_{2} x$. Then, by (P5), $\exists_{2} \sigma_{1} \exists_{2} x \leq \sigma_{1} \exists_{2} x$. Therefore $\exists_{2} \sigma_{1} \exists_{2} x=\sigma_{1} \exists_{2} x$.
(P9) By (A5) we have $\exists_{2} x \leq x \vee \sigma_{2} \neg x$. So, $\sigma_{1} \exists_{2} x \leq \sigma_{1} x \vee \sigma_{2} \neg x$. Then $\sigma_{1} \exists_{2} x \wedge \sigma_{2} x \leq\left(\sigma_{1} x \vee \neg \sigma_{2} x\right) \wedge \sigma_{2} x=\sigma_{1} x$. Since $\exists_{2}$ is an existential quantifier on $B(L)$, it follows that $\exists_{2}\left(\sigma_{1} \exists_{2} x \wedge \sigma_{2} x\right) \leq \exists_{2} \sigma_{1} x$. Now, from (P8), (A4) and (A3) we have $\exists_{2}\left(\sigma_{1} \exists_{2} x \wedge \sigma_{2} x\right)=\sigma_{1} \exists_{2} x$. Hence, $\sigma_{1} \exists_{2} x \leq$ $\exists_{2} \sigma_{1} x$.

Proposition 2.7. Let $\left\langle L, \exists_{2}\right\rangle$ be a 2/3-monadic $L_{4}$-algebra. Then $\exists_{2}(L)$ is an $L_{4}$-subalgebra of $L$.

Proof. By Definition 2.5 and Proposition 2.6, it is clear that $\exists_{2}(L)$ is closed under $\wedge, \sigma_{1}, \sigma_{2}$, and $\sigma_{3}$, and includes 0 and 1 . To prove that $\exists_{2}(L)$ is closed under $\neg$ we will show that $\exists_{2} \neg \exists_{2} x=\neg \exists_{2} x$ using condition (MDP). First, notice that $\neg \sigma_{3} \exists_{2} x \in \exists_{2}(L)$ follows from (A3) and (P7). Hence, $\neg \sigma_{3} \exists_{2} x=$ $\exists_{2} \neg \sigma_{3} \exists_{2} x$. Now, by (P9) we have $\sigma_{1} \exists_{2} \neg \exists_{2} x \leq \exists_{2} \sigma_{1} \neg \exists_{2} x=\exists_{2} \neg \sigma_{3} \exists_{2} x=$ $\exists_{2} \neg \exists_{2} \sigma_{3} x=\neg \exists_{2} \sigma_{3} x=\neg \sigma_{3} \exists_{2} x=\sigma_{1} \neg \exists_{2} x$. Since $\exists_{2} x \leq \sigma_{3} \exists_{2} x$ we obtain $\neg \sigma_{3} \exists_{2} x \leq \neg \exists_{2} x$ and thus, by applying (P4), we have $\sigma_{1} \neg \exists_{2} x=\neg \sigma_{3} \exists_{2} x \leq$ $\exists_{2} \neg \exists_{2} x$. Then $\sigma_{1} \neg \exists_{2} x \leq \sigma_{1} \exists_{2} \neg \exists_{2} x$. Hence, $\sigma_{1} \neg \exists_{2} x=\sigma_{1} \exists_{2} \neg \exists_{2} x$. Equalities $\sigma_{i} \neg \exists_{2} x=\sigma_{i} \exists_{2} \neg \exists_{2} x$ follow from (A3) and (P8), for $i \in\{2,3\}$. Therefore, by (MDP), it results $\exists_{2} \neg \exists_{2} x=\neg \exists_{2} x$.

Proposition 2.8. Let $\left\langle L, \exists_{2}\right\rangle$ be a 2/3-monadic $L_{4}$-algebra. Then the following properties hold:
(P10) $\exists_{2} x=0$ implies $x=0$,
(P11) $\neg \exists_{2} x \leq \exists_{2} \neg x$,
(P12) $\exists_{2}\left(x \vee \neg \sigma_{2} x\right) \leq x \vee \neg \sigma_{2} x$,
(P13) $\exists_{2}\left(\neg x \wedge \sigma_{2} x\right)=\neg \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$,
(P14) $\exists_{2}\left(x \vee \neg \sigma_{2} x\right)=\exists_{2} x \vee \neg \exists_{2} \sigma_{2} x$,
(P15) $\exists_{2}\left(\neg x \wedge \sigma_{2} x\right)=\neg \exists_{2} x \wedge \exists_{2} \sigma_{2} x$,
(P16) $\sigma_{1} \exists_{2} x=\exists_{2} \sigma_{1} x \wedge \neg \exists_{2}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)$,
(P17) $\exists_{2}\left(\neg x \wedge \sigma_{2} x\right) \leq \exists_{2}\left(\neg x \vee \sigma_{2} x\right)$,
(P18) $\exists_{2} x=\left[\exists_{2} \sigma_{2} x \wedge \exists_{2}\left(x \vee \neg \sigma_{2} x\right)\right] \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)$.
Proof. (P10) Suppose $\exists_{2} x=0$. By (A2) we have $x \leq \sigma_{3} x \leq \exists_{2} \sigma_{3} x=\sigma_{3} \exists_{2} x=0$.
(P11) We will use condition (MDP). By (A2), $x \leq \sigma_{3} x \leq \exists_{2} \sigma_{3} x$. So, $\neg \exists_{2} \sigma_{3} x \leq$ $\neg x$. Since $\neg \exists_{2} \sigma_{3} x \in \exists_{2}(L)$, by using (P4) and (A3), we have $\sigma_{1} \neg \exists_{2} x=$ $\neg \exists_{2} \sigma_{3} x \leq \exists_{2} \neg x$. Hence $\sigma_{1} \neg \exists_{2} x \leq \sigma_{1} \exists_{2} \neg x$. Now, for $\sigma_{2}$, using (A3) and (P7) we obtain $\sigma_{2} \neg \exists_{2} x=\neg \exists_{2} \sigma_{2} x \leq \exists_{2} \neg \sigma_{2} x=\exists_{2} \sigma_{2} \neg x=\sigma_{2} \exists_{2} \neg x$. Finally, since $\neg x \leq \sigma_{3} \neg x \leq \exists_{2} \sigma_{3} \neg x$, it follows that $\neg \exists_{2} \sigma_{3} \neg x \leq x$. Thus, by (P4) and (P7) it results $\neg \exists_{2} \sigma_{3} \neg x \leq \exists_{2} x$. So, by applying $\sigma_{1}$ to both sides of the inequality we obtain $\neg \exists_{2} \sigma_{3} \neg x \leq \sigma_{1} \exists_{2} x$. Then $\neg \sigma_{1} \exists_{2} x \leq \exists_{2} \sigma_{3} \neg x$. Hence, $\sigma_{3} \neg \exists_{2} x \leq \sigma_{3} \exists_{2} \neg x$. Therefore, by (MDP), $\neg \exists_{2} x \leq \exists_{2} \neg x$.
(P12) It is clear from (A5), taking $x \vee \neg \sigma_{2} x$ instead of $x$.
(P13) From (P12) it follows $\neg x \wedge \sigma_{2} x \leq \neg \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$. Then, by applying Proposition 2.7, (P3) and (P11) we have $\exists_{2}\left(\neg x \wedge \sigma_{2} x\right) \leq \neg \exists_{2}(x \vee$ $\left.\neg \sigma_{2} x\right) \leq \exists_{2}\left(\neg x \wedge \sigma_{2} x\right)$. Hence, $\exists_{2}\left(\neg x \wedge \sigma_{2} x\right)=\neg \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$.
(P14) From (A6) we have $\exists_{2}\left(x \vee \neg \sigma_{2} x\right) \leq \exists_{2} x \vee \neg \exists_{2} \sigma_{2} x$. To prove the other inequality, first we use (A5) and (P4) to obtain $\exists_{2} x \leq \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$. On the other hand, by (A2), $\sigma_{2} x \leq \exists_{2} \sigma_{2} x$. Thus, $\neg \exists_{2} \sigma_{2} x \leq \neg \sigma_{2} x \leq$ $x \vee \neg \sigma_{2} x$. Then, by Proposition 2.7 and (P4) we obtain $\neg \exists_{2} \sigma_{2} x \leq$ $\exists_{2}\left(x \vee \neg \sigma_{2}\right)$. Therefore $\exists_{2} x \vee \neg \exists_{2} \sigma_{2} x \leq \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$.
(P15) It follows from properties (P13) and (P14).
(P16) Using (A3), (P15), (P9) and the fact that the restriction of $\exists_{2}$ to $B(L)$ is an order preserving map, we have $\exists_{2} \sigma_{1} x \wedge \neg \exists_{2}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)=$ $\exists_{2} \sigma_{1} x \wedge \neg \exists_{2} \sigma_{3}\left(\neg x \wedge \sigma_{2} x\right)=\exists_{2} \sigma_{1} x \wedge \sigma_{1} \neg\left(\neg \exists_{2} x \wedge \exists_{2} \sigma_{2} x\right)=\exists_{2} \sigma_{1} x \wedge$ $\left(\sigma_{1} \exists_{2} x \vee \neg \exists_{2} \sigma_{2} x\right)=\sigma_{1} \exists_{2} x$.
(P17) It follows easily using (MDP).
(P18) From (P14), (P15) and (P11) we have $\left[\exists_{2} \sigma_{2} x \wedge \exists_{2}\left(x \vee \neg \sigma_{2} x\right)\right] \vee \exists_{2}(x \wedge$ $\left.\neg \sigma_{2} x\right)=\left[\exists_{2} \sigma_{2} x \wedge\left(\exists_{2} x \vee \neg \exists_{2} \sigma_{2} x\right)\right] \vee\left[\neg \exists_{2} \neg x \wedge \exists_{2} \sigma_{2} \neg x\right] \leq\left(\exists_{2} \sigma_{2} x \wedge \exists_{2} x\right) \vee$ $\left(\exists_{2} x \wedge \exists_{2} \sigma_{2} \neg x\right) \leq \exists_{2} x$. So, now we need to prove the reverse inequality: $\exists_{2} x \leq\left[\exists_{2} \sigma_{2} x \wedge \exists_{2}\left(x \vee \neg \sigma_{2} x\right)\right] \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)$. Equivalently, by applying the distributive law and (P17), we will show that $\exists_{2} x \leq$ $\left[\exists_{2} \sigma_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)\right] \wedge \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$. For this, first we show that $\exists_{2} x \leq \exists_{2} \sigma_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)$ using (MDP). Since $\sigma_{1} \exists_{2} x \leq \sigma_{2} \exists_{2} x \leq$ $\sigma_{2} \exists_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)$ we have the following two inequalities $\sigma_{1} x \leq$ $\sigma_{1}\left(\sigma_{2} \exists_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)\right)$ and $\sigma_{2} \exists_{2} x \leq \sigma_{2}\left(\sigma_{2} \exists_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)\right)$. On the other hand, $\sigma_{3}\left(\exists_{2} \sigma_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)\right)=\exists_{2} \sigma_{2} x \vee \exists_{2}\left(\sigma_{3} x \wedge \neg \sigma_{2} x\right)=$ $\exists_{2}\left(\sigma_{2} x \vee\left(\sigma_{3} x \wedge \neg \sigma_{2} x\right)\right)=\exists_{2} \sigma_{3} x=\sigma_{3} \exists_{2} x$. Hence, by (MDP), $\exists_{2} x \leq$ $\exists_{2} \sigma_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)$. Moreover, by (A5) and (P4), $\exists_{2} x \leq \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$. Therefore $\exists_{2} x \leq\left[\exists_{2} \sigma_{2} x \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right)\right] \wedge \exists_{2}\left(x \vee \neg \sigma_{2} x\right)$.

## 3. Connection Between the 2/3-Existential Quantifier and the Existential Quantifier on $L_{4}$-Algebras

In this section we establish the main connection between the class $\mathbb{M}_{\frac{2}{3}} \mathbb{L}_{4}$ and the class of monadic four-valued Lukasiewicz algebras (see [7,11]), denoted by $\mathbb{M L}_{4}$. We will prove that these classes are polynomially equivalent [3]. A monadic four-valued Łukasiewicz algebra (or $M L_{4}$-algebra, for short) is a pair $\langle L, \exists\rangle$ where $L$ is an $L_{4}$-algebra and $\exists: L \rightarrow L$ is a mapping, called existential quantifier, which satisfies the following conditions:
(M1) $\exists 0=0$,
(M2) $x \leq \exists x$,
(M3) $\exists(x \wedge \exists y)=\exists x \wedge \exists y$,
(M4) $\exists \sigma_{i} x=\sigma_{i} \exists x$, for $i \in\{1,2,3\}$.
In this work, we refer to existential quantifiers as standard existential quantifiers. Notice that these structures are abstractions of monadic functional algebras $\left\langle L_{4}^{X}, \exists\right\rangle$, where $X$ is a nonempty set and, for each $f \in L_{4}^{X}, \exists f=$ $\bigvee_{x \in X} f(x)=\exists_{1} f$. Under this setting, these monadic structures are natural generalizations of monadic Boolean algebras introduced and developed by Halmos in [9]. The class of monadic four-valued Łukasiewicz algebras is clearly equational; many properties of these algebras can be found in $[1,2,7]$. Recall that if $\langle L, \exists\rangle$ is a monadic four-valued Łukasiewicz algebra, then $\langle B(L), \exists / B(L)\rangle$ is a monadic Boolean algebra. Moreover, monadic $L_{4}$-algebras are semisimple and the simple monadic $L_{4}$-algebras are the subalgebras of the monadic functional $L_{4}$-algebras $\left\langle L_{4}^{X}, \exists\right\rangle$.

For each four-valued Łukasiewicz algebra $L$ we denote by $\mathcal{E}(L)$ and $\mathcal{E}_{\frac{2}{3}}(L)$ the sets of existential quantifiers and $2 / 3$-existential quantifiers defined on $L$, respectively.

Theorem 3.1. Let $L$ be a four-valued Łukasiewicz algebra.
(1) If $\exists_{2}: L \rightarrow L$ is a 2/3-existential quantifier, then the operator $\exists_{2}^{*}: L \rightarrow L$ defined by

$$
\begin{equation*}
\exists_{2}^{*} x=\exists_{2} \sigma_{1} x \vee \exists_{2}\left(x \wedge \neg \sigma_{1} x\right) \tag{3.1}
\end{equation*}
$$

for all $x \in L$, is an existential quantifier.
(2) If $\exists: L \rightarrow L$ is an existential quantifier, then the operator $\exists_{2}: L \rightarrow L$ defined by

$$
\begin{equation*}
\exists_{2} x=\exists x \wedge \neg \exists\left(\neg x \wedge \sigma_{2} x\right) \tag{3.2}
\end{equation*}
$$

for all $x \in L$, is a 2/3- existential quantifier.
(3) The maps $\psi: \mathcal{E}_{\frac{2}{3}}(L) \rightarrow \mathcal{E}(L)$ and $\varphi: \mathcal{E}(L) \rightarrow \mathcal{E}_{\frac{2}{3}}(L)$ defined by $\psi\left(\exists_{2}\right)=$ $\exists_{2}^{*}$ and $\varphi(\exists)=\exists_{2}$ are mutually inverse, i.e. $\varphi \circ \psi$ is the identity function on $\mathcal{E}_{\frac{2}{3}}(L)$ and $\psi \circ \varphi$ is the identity function on $\mathcal{E}(L)$.

Proof. Let $L$ be a four-valued Łukasiewicz algebra and let $x, y \in L$.
(1) Let $\exists_{2}: L \rightarrow L$ be a $2 / 3$-existential quantifier. We check that $\exists_{2}^{*}$ satisfies conditions (M1)-(M4).
(M1) It is trivial because $\exists_{2} 0=0$.
(M2) We show that $x \leq \exists_{2}^{*} x$ using (MDP). From (A2) it is clear that $\sigma_{1} x \leq \exists_{2} \sigma_{1} x \leq \exists_{2}^{*} x$. Then $\sigma_{1} x \leq \sigma_{1} \exists_{2}^{*} x$. Using (A3), (P7) and (A2) we have $\sigma_{i} \exists_{2}^{*} x=\exists_{2} \sigma_{1} x \vee \exists_{2}\left(\sigma_{i} x \wedge \neg \sigma_{1} x\right)=\exists_{2}\left(\sigma_{1} x \vee\left(\sigma_{i} x \wedge \neg \sigma_{1} x\right)\right)=\exists_{2} \sigma_{i} x \geq \sigma_{i} x$, for $i \in\{2,3\}$. Hence, by (MDP), $x \leq \exists_{2}^{*} x$.
(M3) We must show that $\exists_{2}^{*}\left(x \wedge \exists_{2}^{*} y\right)=\exists_{2}^{*} x \wedge \exists_{2}^{*} y$. From above, we can assure that $\sigma_{i} \exists_{2}^{*} x=\exists_{2} \sigma_{i} x$, for $i \in\{2,3\}$. Using (P9) it is easy to see that $\sigma_{1} \exists_{2}^{*} x=\exists_{2} \sigma_{1} x$ holds. So, for $i \in\{1,2,3\}$ we have $\sigma_{i} \exists_{2}^{*}\left(x \wedge \exists_{2}^{*} y\right)=$ $\exists_{2} \sigma_{i}\left(x \wedge \exists_{2}^{*} y\right)=\exists_{2}\left(\sigma_{i} x \wedge \sigma_{i} \exists_{2}^{*} y\right)=\exists_{2}\left(\sigma_{i} x \wedge \exists_{2} \sigma_{i} y\right)=\exists_{2} \sigma_{i} x \wedge \exists_{2} \sigma_{i} y=\sigma_{i} \exists_{2}^{*} x \wedge$ $\sigma_{i} \exists_{2}^{*} y=\sigma_{i}\left(\exists_{2}^{*} x \wedge \exists_{2}^{*} y\right)$. Hence, by (MDP), condition (M3) holds.
(M4) We already have shown that $\sigma_{i} \exists_{2}^{*} x=\exists_{2} \sigma_{i} x$ for $i \in\{1,2,3\}$. Since $\exists_{2}^{*} \sigma_{i} x=\exists_{2} \sigma_{i} x \vee \exists_{2}\left(\sigma_{i} x \wedge \neg \sigma_{i} x\right)=\exists_{2} \sigma_{i} x$ for $i \in\{1,2,3\}$, it follows that $\sigma_{i} \exists_{2}^{*} x=\exists_{2}^{*} \sigma_{i} x$ for all $i \in\{1,2,3\}$.
(2) Let $\exists: L \rightarrow L$ be a standard existential quantifier. We need to check that $\exists_{2}$ satisfies conditions (A1)-(A6) of Definition 2.5.
(A1) $\exists_{2} 0=\exists 0 \wedge \neg \exists\left(\neg 0 \wedge \sigma_{2} 0\right)=0$.
(A2) Using (M2) we have $\exists_{2} \sigma_{i} x=\exists \sigma_{i} x \wedge \neg \exists\left(\neg \sigma_{i} x \wedge \sigma_{i} x\right)=\exists \sigma_{i} x \geq \sigma_{i} x$, for $i \in\{1,2,3\}$.
(A3) Notice that in the above item we have proved that $\exists_{2} \sigma_{i} x=\exists \sigma_{i} x$ for $i \in\{1,2,3\}$. So, using (M4) we have $\sigma_{i} \exists_{2} x=\sigma_{i} \exists x \wedge \sigma_{i} \neg \exists\left(\neg x \wedge \sigma_{2} x\right)=$ $\exists \sigma_{i} x \wedge \neg \exists\left(\neg \sigma_{i} x \wedge \sigma_{2} x\right)=\exists \sigma_{i} x \wedge \neg \exists 0=\exists \sigma_{i} x=\exists_{2} \sigma_{i} x$, for $i \in\{2,3\}$.
(A4) We prove that $\exists_{2}\left(x \wedge \exists_{2} y\right)=\exists_{2} x \wedge \exists_{2} y$ using (MDP). Let $i \in\{1,2,3\}$. Then

$$
\sigma_{i} \exists_{2}\left(x \wedge \exists_{2} y\right)=\sigma_{i}\left[\exists\left(x \wedge \exists_{2} y\right) \wedge \neg \exists\left(\neg\left(x \wedge \exists_{2} y\right) \wedge \sigma_{2}\left(x \wedge \exists_{2} y\right)\right)\right]
$$

By (M4) we have

$$
\begin{align*}
\sigma_{i} \exists_{2}\left(x \wedge \exists_{2} y\right)=\exists & \left(\sigma_{i} x \wedge \sigma_{i} \exists_{2} y\right) \wedge \\
& \wedge \neg \exists\left(\left(\neg \sigma_{i} x \wedge \sigma_{2} x \wedge \sigma_{2} \exists_{2} y\right) \vee\left(\neg \sigma_{i} \exists_{2} y \wedge \sigma_{2} x \wedge \sigma_{2} \exists_{2} y\right)\right) \tag{3.3}
\end{align*}
$$

Since $\exists_{2} \sigma_{i} x=\exists \sigma_{i} x$ for all $i \in\{1,2,3\}$, by (A3) it follows that $\sigma_{i} \exists_{2} x=$ $\exists_{2} \sigma_{i} x=\exists \sigma_{i} x$, for all $i \in\{2,3\}$. Hence, from (3.3) and (M3) we obtain $\sigma_{i} \exists_{2}\left(x \wedge \exists_{2} y\right)=\exists \sigma_{i} x \wedge \sigma_{i} \exists_{2} y \wedge \neg \exists(0 \vee 0)=\sigma_{i} \exists_{2} x \wedge \sigma_{i} \exists_{2} y=\sigma_{i}\left(\exists_{2} x \wedge \exists_{2} y\right)$, for $i \in\{2,3\}$. For $i=1$, note that $\sigma_{1} \exists_{2} y=\exists \sigma_{1} y \wedge \neg \exists\left(\neg \sigma_{1} y \wedge \sigma_{2} y\right)$, thus $\sigma_{1} \exists_{2} y \in \exists(L)$. So, from (3.3), (M3) and the fact that $\exists$ preserves the join, we can write $\sigma_{1} \exists_{2}\left(x \wedge \exists_{2} y\right)$ as

$$
\exists \sigma_{1} x \wedge \sigma_{1} \exists_{2} y \wedge\left(\neg \exists\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \vee \neg \sigma_{2} \exists_{2} y\right) \wedge\left(\sigma_{1} \exists_{2} y \vee \neg \exists \sigma_{2} x \vee \neg \sigma_{2} \exists_{2} y\right)
$$

Then, by applying the distributive law and taking into account that $\sigma_{1} \exists_{2} x=$ $\exists \sigma_{1} x \wedge \neg \exists\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)$ we obtain

$$
\begin{aligned}
\sigma_{1} \exists_{2}\left(x \wedge \exists_{2} y\right) & =\left(\left(\sigma_{1} \exists_{2} y \wedge \sigma_{1} \exists_{2} x\right) \vee 0\right) \wedge\left(\sigma_{1} \exists_{2} y \vee \neg \exists \sigma_{2} x \vee \neg \sigma_{2} \exists_{2} y\right) \\
& =\sigma_{1} \exists_{2} y \wedge \sigma_{1} \exists_{2} x=\sigma_{1}\left(\exists_{2} y \wedge \exists_{2} x\right)
\end{aligned}
$$

(A5) By (M2), $\neg \exists x \leq \neg x$ and so $\exists_{2} x \leq \neg \exists\left(\neg x \wedge \sigma_{2} x\right) \leq \neg\left(\neg x \wedge \sigma_{2} x\right) \leq$ $x \vee \sigma_{2}(\neg x)$.
(A6) We will prove $\exists_{2}\left(x \vee \neg \sigma_{2} x\right) \leq \exists_{2} x \vee \neg \exists_{2} \sigma_{2} x$. By definition of $\exists_{2}$ we obtain

$$
\begin{align*}
\exists_{2}\left(x \vee \neg \sigma_{2} x\right) & =\exists\left(x \vee \neg \sigma_{2} x\right) \wedge \neg \exists\left(\neg\left(x \vee \neg \sigma_{2} x\right) \wedge \sigma_{2}\left(x \vee \neg \sigma_{2} x\right)\right) \\
& =\exists\left(x \vee \neg \sigma_{2} x\right) \wedge \neg \exists\left(\neg x \wedge \sigma_{2} x\right)=\neg \exists\left(\neg x \wedge \sigma_{2} x\right) \tag{3.4}
\end{align*}
$$

and

$$
\begin{align*}
\exists_{2} x \vee \neg \exists_{2} \sigma_{2} x & =\left[\exists x \wedge \neg \exists\left(\neg x \wedge \sigma_{2} x\right)\right] \vee \neg \exists \sigma_{2} x \\
& =\left[\exists x \vee \neg \exists \sigma_{2} x\right] \wedge\left[\neg \exists\left(\neg x \wedge \sigma_{2} x\right) \vee \neg \exists \sigma_{2} x\right] \\
& =\left[\exists x \vee \neg \exists \sigma_{2} x\right] \wedge \neg \exists\left(\neg x \wedge \sigma_{2} x\right) . \tag{3.5}
\end{align*}
$$

It is clear that $\neg \exists x \wedge \exists \sigma_{2} x=\exists\left(\neg \exists x \wedge \sigma_{2} x\right) \leq \exists\left(\neg x \wedge \sigma_{2} x\right)$, then $\neg \exists\left(\neg x \wedge \sigma_{2} x\right) \leq$ $\exists x \vee \neg \exists \sigma_{2} x$ which completes the proof.
(3) Let $\exists_{2}: L \rightarrow L$ be a $2 / 3$-existential quantifier. Then, for each $x \in L$,

$$
\begin{equation*}
\varphi \psi\left(\exists_{2}\right)(x)=\left(\exists_{2}^{*}\right)_{2} x=\left[\exists_{2} \sigma_{1} x \vee \exists_{2}\left(x \wedge \neg \sigma_{1} x\right)\right] \wedge \neg \exists_{2}\left(\neg x \wedge \sigma_{2} x\right) \tag{3.6}
\end{equation*}
$$

We will use condition (MDP). First, by applying in (3.6) the distributivity property, we obtain

$$
\varphi \psi\left(\exists_{2}\right)(x)=\left(\exists_{2} \sigma_{1} x \wedge \neg \exists_{2}\left(\neg x \wedge \sigma_{2} x\right)\right) \vee\left(\exists_{2}\left(x \wedge \neg \sigma_{1} x\right) \wedge \neg \exists_{2}\left(\neg x \wedge \sigma_{2} x\right)\right)
$$

Then, by (P16) it follows that $\sigma_{1} \varphi \psi\left(\exists_{2}\right)(x)=\left(\exists_{2} \sigma_{1} x \wedge \neg \exists_{2}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)\right) \vee$ $0=\sigma_{1} \exists_{2} x$. From (3.6), (P9), (A3) and (P7) we have $\sigma_{i} \varphi \psi\left(\exists_{2}\right)(x)=\exists_{2} \sigma_{1} x \vee$ $\exists_{2}\left(\sigma_{i} x \wedge \neg \sigma_{1} x\right)=\exists_{2}\left(\sigma_{1} x \vee\left(\sigma_{i} x \wedge \neg \sigma_{1} x\right)\right)=\exists_{2} \sigma_{i} x=\sigma_{i} \exists_{2} x$, for $i \in\{2,3\}$. Therefore, by (MDP), $\varphi \psi\left(\exists_{2}\right)=\exists_{2}$.

Now, let $\exists: L \rightarrow L$ be an existential quantifier. So, for each $x \in L$,

$$
\psi \varphi(\exists)(x)=\exists_{2}^{*}(x)=\exists_{2} \sigma_{1} x \vee \exists_{2}\left(x \wedge \neg \sigma_{1} x\right)
$$

Since $\exists_{2} \sigma_{1} x=\exists \sigma_{1} x$ and $\exists_{2}\left(x \wedge \neg \sigma_{1} x\right)=\exists\left(x \wedge \neg \sigma_{1} x\right) \wedge \neg \exists\left(\neg x \wedge \sigma_{2} x\right)$, using the distributive law and the fact that $\exists$ preserves the join, we obtain

$$
\begin{equation*}
\psi \varphi(\exists)(x)=\exists x \wedge\left[\exists \sigma_{1} x \vee \neg \exists\left(\neg x \wedge \sigma_{2} x\right)\right] \tag{3.7}
\end{equation*}
$$

Then, by applying (MDP) to expression (3.7), we have $\psi \varphi(\exists)=\exists$.

## 4. Connection Between 2/3-Quantifiers, Lattice Quantifiers and Boolean Quantifiers

Given a bounded distributive lattice $A$, an operator $\exists: A \rightarrow A$ is an existential quantifier (see Cignoli [5]) provided it satisfies conditions (M1), (M2), (M3) and
(M5) $\exists(x \vee y)=\exists x \vee \exists y$.
Let $\left\langle L, \exists_{2}\right\rangle$ be a $2 / 3$-monadic $L_{4}$-algebra and let us consider the set

$$
I_{L}:=\left\{a \in L: \sigma_{2} a=0\right\}=\{a \in L: a \leq \neg a\}=\{a \wedge \neg a: a \in L\} .
$$

It is clear that the set $I_{L}$ is a lattice ideal of $L$ and therefore $I_{L} \cup\{1\}$ is a bounded distributive lattice. Moreover, $I_{L}$ is closed under the operator $\exists_{2}$. Notice that if $a \in I_{L} \cup\{1\}$ and $\exists_{2} a=1$ then $a=1$.

Proposition 4.1. Let $\left\langle L, \exists_{2}\right\rangle$ be a 2/3-monadic $L_{4}$-algebra. Let $\exists_{I}$ be the restriction of $\exists_{2}$ to $I_{L} \cup\{1\}$. Then $\exists_{I}$ is an existential quantifier of bounded distributive lattices.

Proof. We need to prove that the operator $\exists_{I}$ satisfies conditions (M1)-(M3) and (M5). Conditions (M1) and (M3) are straightforward. To show (M2), let $x \in I_{L} \cup\{1\}$. If $x=1$, then $1=\exists 1$. Suppose that $x \in I_{L}$. So, $\sigma_{2} x=0$ and then $\sigma_{1} x=0$. Thus, $\sigma_{i} x \leq \sigma_{i} \exists_{2} x$ for $i=1,2$. Now, by (A2) and (A3) we have $\sigma_{3} x \leq \exists_{2} \sigma_{3} x=\sigma_{3} \exists_{2} x=\sigma_{3} \exists_{I} x$. Hence, by (MDP), $x \leq \exists_{I} x$. For (M5) it is easy to check that if $x \leq y$ then $\exists_{I} x \leq \exists_{I} y$. So, it is clear that $\exists_{I} x \vee \exists_{I} y \leq \exists_{I}(x \vee y)$. Now, for the reverse inequality we use again condition (MDP). If either $x=1$ or $y=1$ then (M5) holds. Suppose $x, y \in I_{L}$. So $x \vee y \in I_{L}$ and then $\exists_{I}(x \vee y) \in I_{L}$. Thus, $\sigma_{1} \exists_{I}(x \vee y)=\sigma_{2} \exists_{I}(x \vee y)=0$. Hence, $\sigma_{i} \exists_{I}(x \vee y) \leq \sigma_{i}\left(\exists_{I} x \vee \exists_{I} y\right)$ for $i=1,2$. Now, for $\sigma_{3}$ we have $\sigma_{3} \exists_{I}(x \vee y)=$ $\sigma_{3} \exists_{2}(x \vee y)=\exists_{2}\left(\sigma_{3} x \vee \sigma_{3} y\right)=\exists_{2} \sigma_{3} x \vee \exists_{2} \sigma_{3} y=\sigma_{3} \exists_{I} x \vee \sigma_{3} \exists_{I} y=\sigma_{3}\left(\exists_{I} x \vee \exists_{I} y\right)$. Therefore $\exists_{I}(x \vee y)=\exists_{I} x \vee \exists_{I} y$.

Thus, we can conclude that the $2 / 3$-existential quantifier $\exists_{2}$ induces both a Boolean existential quantifier $\exists_{2 / B(L)}$ on $B(L)$ and a lattice existential quantifier $\exists_{I}$ on $I_{L}$. Let $\left\langle L, \exists_{2}\right\rangle$ be a $2 / 3$-monadic $L_{4}$-algebra. Then $\neg x \wedge \sigma_{2} x, x \wedge \neg \sigma_{2} x \in I_{L}$, for all $x \in L$. Using (P13) we can rewrite the equality (P18) as follows

$$
\begin{aligned}
\exists_{2} x & =\left[\exists_{2} \sigma_{2} x \wedge \neg \exists_{2}\left(\neg x \wedge \sigma_{2} x\right)\right] \vee \exists_{2}\left(x \wedge \neg \sigma_{2} x\right) \\
& =\left[\exists_{B(L)} \sigma_{2} x \wedge \neg \exists_{I}\left(\neg x \wedge \sigma_{2} x\right)\right] \vee \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)
\end{aligned}
$$

Hence, $\exists_{2}$ can be expressed in terms of $\exists_{B(L)}$ and $\exists_{I}$. Now, we want to prove a reciprocal statement of the previous result. In other words, if $L$ is an $L_{4^{-}}$ algebra, $\exists_{B}: B(L) \rightarrow B(L)$ is a Boolean existential quantifier and $\exists_{I}: I_{L} \cup$ $\{1\} \rightarrow I_{L} \cup\{1\}$ is a lattice existential quantifier, can we define a $2 / 3$-existential quantifier from them? The following proposition answers to this question.

Proposition 4.2. Let $L$ be an $L_{4}$-algebra. Let $\exists_{I}: I_{L} \cup\{1\} \rightarrow I_{L} \cup\{1\}$ be a lattice existential quantifier and let $\exists_{B}: B(L) \rightarrow B(L)$ be a Boolean existential quantifier such that the following conditions hold:
(1) $\sigma_{3} \exists_{I} x=\exists_{B} \sigma_{3} x$, for all $x \in I_{L}$,
(2) $\exists_{I} x=1$ implies $x=1$.

Then the operator $\exists_{2}: L \rightarrow L$ defined by

$$
\exists_{2} x=\left[\exists_{B} \sigma_{2} x \wedge \neg \exists_{I}\left(\neg x \wedge \sigma_{2} x\right)\right] \vee \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)
$$

is a 2/3-existential quantifier.
Proof. We need to prove that $\exists_{2}$ satisfies conditions (A1)-(A6) in Definition 2.5 . Let $x, y \in L$.
(A1) It is immediate by definition.
(A2) Let $i \in\{1,2,3\}$. So $\exists_{2} \sigma_{i} x=\left[\exists_{B} \sigma_{i} x \wedge \neg \exists_{I}\left(\neg \sigma_{i} x \wedge \sigma_{i} x\right)\right] \vee \exists_{I}\left(\sigma_{i} x \wedge\right.$ $\left.\neg \sigma_{i} x\right)=\exists_{B} \sigma_{i} x \geq \sigma_{i} x$. Notice that if $a \in B(L)$, then $\exists_{2} a=\exists_{B} a$.
(A3) We need to prove that $\sigma_{j} \exists_{2} x=\exists_{2} \sigma_{j} x$ for $j=2,3$. By definition of $\exists_{2}$ we have $\sigma_{j} \exists_{2} x_{2}=\left[\exists_{B} \sigma_{2} x \wedge \sigma_{j} \neg \exists_{I}\left(\neg x \wedge \sigma_{2} x\right)\right] \vee \sigma_{j} \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)=\left[\exists_{B} \sigma_{2} x \wedge\right.$ $\left.\neg \sigma_{4-j} \exists_{I}\left(\neg x \wedge \sigma_{2} x\right)\right] \vee \sigma_{j} \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)$. For $j=2$ or 3 , it follows that $4-j=2$ or 1. Since $\neg x \wedge \sigma_{2} x \in I_{L}$, it follows by condition (2) that $\sigma_{4-j} \exists_{I}\left(\neg x \wedge \sigma_{2}\right)=0$. So, we obtain $\sigma_{j} \exists_{2} x=\exists_{B} \sigma_{2} x \vee \sigma_{j} \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)$. Now, if $j=2$ then $\sigma_{2} \exists_{2} x=$ $\exists_{B} \sigma_{2} x \vee \sigma_{2} \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)=\exists_{B} \sigma_{2} x=\exists_{2} \sigma_{2} x$. On the other hand, for $j=3$, it follows from condition (1) that $\sigma_{3} \exists_{2} x=\exists_{B} \sigma_{2} x \vee \sigma_{3} \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)=\exists_{B} \sigma_{2} x \vee$ $\exists_{B}\left(\sigma_{3} x \wedge \neg \sigma_{2} x\right)=\exists_{B}\left(\sigma_{2} x \vee\left(\sigma_{3} x \wedge \neg \sigma_{2} x\right)\right)=\exists_{B} \sigma_{3} x=\exists_{2} \sigma_{3} x$.
(A4) To prove $\exists_{2}\left(x \wedge \exists_{2} y\right)=\exists_{2} x \wedge \exists_{2} y$ we use (MDP). On the one hand, by (A3) and using that $\exists_{2} a=\exists_{B} a$ for all $a \in B(L)$, we have

$$
\begin{aligned}
\exists_{2}\left(x \wedge \exists_{2} y\right)= & {\left[\exists_{B}\left(\sigma_{2} x \wedge \exists_{B} \sigma_{2} y\right) \wedge \neg \exists_{I}\left(\left(\neg x \vee \neg \exists_{2} y\right) \wedge\left(\sigma_{2} x \wedge \exists_{B} \sigma_{2} y\right)\right)\right] \vee } \\
& \vee \exists_{I}\left(x \wedge \exists_{2} y \wedge\left(\neg \sigma_{2} x \vee \neg \exists_{B} \sigma_{2} y\right)\right) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\exists_{2} x \wedge \exists_{2} y= & {\left[\left[\exists_{B} \sigma_{2} x \wedge \neg \exists_{I}\left(\neg x \wedge \sigma_{2} x\right)\right] \vee \exists_{I}\left(x \wedge \neg \sigma_{2} x\right)\right] \wedge } \\
& \wedge\left[\left[\exists_{B} \sigma_{2} y \wedge \neg \exists_{I}\left(\neg y \wedge \sigma_{2} y\right)\right] \vee \exists_{I}\left(y \wedge \neg \sigma_{2} y\right)\right] .
\end{aligned}
$$

Now, we apply the endomorphisms $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$. First,

$$
\begin{aligned}
\sigma_{1} \exists_{2}\left(x \wedge \exists_{2} y\right)= & \exists_{B} \sigma_{2} x \wedge \exists_{B} \sigma_{2} y \wedge \neg \exists_{B}\left[\neg \sigma_{1} x \wedge \sigma_{2} x \wedge \exists_{B} \sigma_{2} y\right] \wedge \\
& \wedge \neg \exists_{B}\left[\neg \sigma_{1} \exists_{2} y \wedge \sigma_{2} x \wedge \exists_{B} \sigma_{2} y\right] .
\end{aligned}
$$

Replacing $\exists_{2} y$ by its definition we have

$$
\begin{aligned}
\sigma_{1} \exists_{2}\left(x \wedge \exists_{2} y\right) & =\exists_{B} \sigma_{2} x \wedge \exists_{B} \sigma_{2} y \wedge \neg \exists_{B}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \wedge \neg \exists_{B}\left(\neg \sigma_{1} y \wedge \sigma_{2} y\right) \\
& =\sigma_{1}\left(\exists_{2} x \wedge \exists_{2} y\right)
\end{aligned}
$$

Now, let $i \in\{2,3\}$. Then, $\sigma_{i}\left(\exists_{2} x \wedge \exists_{2} y\right)=\exists_{2} \sigma_{i} x \wedge \exists_{2} \sigma_{i} y=\exists_{B} \sigma_{i} x \wedge \exists_{B} \sigma_{i} y=$ $\exists_{B}\left(\sigma_{i} x \wedge \exists_{B} \sigma_{i} y\right)=\exists_{B}\left(\sigma_{i} x \wedge \sigma_{i} \exists_{2} y\right)=\exists_{B} \sigma_{i}\left(x \wedge \exists_{2} y\right)=\sigma_{i} \exists_{2}\left(x \wedge \exists_{2} y\right)$.
(A5) We prove $\exists_{2} x \leq x \vee \neg \sigma_{2} x$ using (MDP). So, applying $\sigma_{1}$ we obtain $\sigma_{1} \exists_{2} x=\exists_{B} \sigma_{2} x \wedge \neg \exists_{B}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \leq \neg \exists_{B}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \leq \neg\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)=$ $\sigma_{1}\left(x \vee \neg \sigma_{2} x\right)$. Now, let $i \in\{2,3\}$. Since $\sigma_{i}\left(x \vee \neg \sigma_{2} x\right)=1$ it follows that $\sigma_{i} \exists_{2} x \leq \sigma_{i}\left(x \vee \neg \sigma_{2} x\right)$.
(A6) By definition of $\exists_{2}$ we have $\exists_{2}\left(x \vee \neg \sigma_{2} x\right)=\neg \exists_{I}\left(\neg x \wedge \sigma_{2} x\right)$. Thus, by condition (1), we obtain $\sigma_{1} \exists_{2}\left(x \vee \neg \sigma_{2} x\right)=\neg \exists_{B}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)$. On the other hand, $\sigma_{1}\left(\exists_{2} x \vee \neg \exists_{2} \sigma_{2} x\right)=\neg \exists_{B}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \vee \neg \exists_{2} \sigma_{2} x \geq \neg \exists_{B}\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)$.

Then $\sigma_{1} \exists_{2}\left(x \vee \neg \sigma_{2} x\right) \leq \sigma_{1}\left(\exists_{2} x \vee \neg \exists_{2} \sigma_{2} x\right)$. It is straightforward to check directly that $\sigma_{i} \exists_{2}\left(x \vee \neg \sigma_{2} x\right) \leq \sigma_{i}\left(\exists_{2} x \vee \neg \exists_{2} \sigma_{2} x\right)=1$, for $i \in\{2,3\}$. Hence, by (MDP), we conclude $\exists_{2}\left(x \vee \neg \sigma_{2} x\right) \leq \exists_{2} x \vee \neg \exists_{2} \sigma_{2} x$.

Proposition 4.3. Let $\exists_{2}$ and $\exists_{2}^{\prime}$ be two 2/3-existential quantifiers on an $L_{4}$ algebra $L$ such that coincide on $B(L)$. Then $\exists_{2}=\exists_{2}^{\prime}$.

Proof. It is a consequence of (A3) and (P16).
Let $L$ be an $L_{4}$-algebra. It is clear that $\sigma_{3}\left(I_{L}\right)$ is an ideal of $B(L)$. Let $I_{B}:=\sigma_{3}\left(I_{L}\right)$. Notice that the following property holds:
for each $p \in I_{B}$ there exists a unique $t \in I_{L}$ such that $p=\sigma_{3} t$.
Indeed, if $p \in I_{B}$ there exists $t \in I_{L}$ such that $p=\sigma_{3} t$. Suppose that there exists $t^{\prime} \in I_{L}$ such that $p=\sigma_{3} t^{\prime}$. Thus $\sigma_{3} t^{\prime}=\sigma_{3} t$ and since both elements are in $I_{L}$ we have $\sigma_{i} t^{\prime}=\sigma_{i} t$ for $i \in\{1,2\}$. Then $t=t^{\prime}$ follows by (MDP).

Theorem 4.4. Let $L$ be an $L_{4}$-algebra.
(1) Let $\exists_{2}: L \rightarrow L$ be a 2/3-existential quantifier. Then, for all $p \in B(L)$, $p \in I_{B}$ implies $\exists_{2}(p) \in I_{B}$.
(2) Let $\exists: B(L) \rightarrow B(L)$ be an existential quantifier of Boolean algebras. Then $\exists$ can be extended to a (necessarily unique) 2/3-existential quantifier on $L$ if and only if $\exists p \in I_{B}$ whenever that $p \in I_{B}$.

Proof. Item (1) follows immediately from (A3).
(2) Let $\exists: B(L) \rightarrow B(L)$ be an existential quantifier of Boolean algebras which satisfies the following property: $p \in I_{B}$ implies $\exists p \in I_{B}$. Notice that for each $x \in L$, by (L9), $x \wedge \neg x=\left(\neg x \wedge \sigma_{2} x\right) \vee\left(x \wedge \neg \sigma_{2} x\right)$ with $\neg x \wedge \sigma_{2} x \in I_{L}$ and $x \wedge \neg \sigma_{2} x \in I_{L}$. Hence, $\exists\left(\sigma_{3}\left(\neg x \wedge \sigma_{2} x\right)\right) \in I_{B}$ and $\exists\left(\sigma_{3}\left(x \wedge \neg \sigma_{2} x\right)\right) \in I_{B}$. Therefore, by Property ( u ), there exist unique elements $t_{x} \in I_{L}$ and $v_{x} \in I_{L}$ such that

$$
\begin{equation*}
\exists \sigma_{3}\left(\neg x \wedge \sigma_{2} x\right)=\sigma_{3} t_{x} \quad \text { and } \quad \exists \sigma_{3}\left(x \wedge \neg \sigma_{2} x\right)=\sigma_{3} v_{x} \tag{4.1}
\end{equation*}
$$

We define the operator $\exists_{2}: L \rightarrow L$ as follows:

$$
\exists_{2} x:=\left(\exists \sigma_{2} x \wedge \neg t_{x}\right) \vee v_{x} .
$$

We claim that $\exists_{2}$ is a $2 / 3$-existential quantifier that extends $\exists$. Indeed, if $x \in B(L)$ then $x=\sigma_{2} x$ and $\sigma_{3} t_{x}=0=\sigma_{3} v_{x}$, hence $t_{x}=v_{x}=0$ and $\exists_{2} x=(\exists x \wedge 1) \vee 0=\exists x$. Therefore, $\exists_{2} x=\exists x$ for all $x \in B(L)$. Now, we want to prove conditions (A1)-(A6) of Definition 2.5.

Since $\exists_{2}$ and $\exists$ coincide on $B(L)$, it follows immediately that conditions (A1), (A2) and (A3) hold. For (A4), let $x, y \in L$ and let $z:=x \wedge \exists_{2} y$. Then

$$
\exists_{2}\left(x \wedge \exists_{2} y\right)=\exists_{2} z=\left(\exists \sigma_{2} z \wedge \neg t_{z}\right) \vee v_{z},
$$

where $t_{z}, v_{z} \in I_{L}$ are the unique elements such that $\sigma_{3} t_{z}=\exists \sigma_{3}\left(\neg z \wedge \sigma_{2} z\right)$ and $\sigma_{3} v_{z}=\exists \sigma_{3}\left(z \wedge \neg \sigma_{2} z\right)$. Moreover, $\exists_{2} x=\left(\exists \sigma_{2} x \wedge \neg t_{x}\right) \vee v_{x}$ where $t_{x}, v_{x} \in I_{L}$ are the unique elements such that $\sigma_{3} t_{x}=\exists \sigma_{3}\left(\neg x \wedge \sigma_{2} x\right)$ and $\sigma_{3} v_{x}=\exists \sigma_{3}\left(x \wedge \neg \sigma_{2} x\right)$.

Now, we use the (MDP) principle to prove $\exists_{2}\left(x \wedge \exists_{2} y\right)=\exists_{2} x \wedge \exists_{2} y$. First,

$$
\begin{equation*}
\sigma_{1} \exists_{2} z=\left(\exists \sigma_{2} z \wedge \sigma_{1} \neg t_{z}\right) \vee 0=\exists \sigma_{2} z \wedge \neg \exists \sigma_{3}\left(\neg z \wedge \sigma_{2} z\right) \tag{4.2}
\end{equation*}
$$

Notice that $\exists \sigma_{2} z=\exists \sigma_{2}\left(x \wedge \exists \exists_{2} y\right)=\exists\left(\sigma_{2} x \wedge \exists \sigma_{2} y\right)=\exists \sigma_{2} x \wedge \exists \sigma_{2} y$. Since

$$
\begin{gathered}
\sigma_{3}\left(\neg z \wedge \sigma_{2} z\right)=\sigma_{3}\left(\left(\neg x \vee \neg \exists_{2} y\right) \wedge \sigma_{2} x \wedge \sigma_{2} \exists_{2} y\right)= \\
\quad\left[\sigma_{3}\left(\neg x \wedge \sigma_{2} x\right) \wedge \exists \sigma_{2} y\right] \vee\left[\sigma_{2} x \wedge \neg \sigma_{1} \exists_{2} y \wedge \sigma_{2} \exists_{2} y\right]
\end{gathered}
$$

it follows that $\exists \sigma_{3}\left(\neg z \wedge \sigma_{2} z\right)=\exists\left[\sigma_{3}\left(\neg x \wedge \sigma_{2} x\right) \wedge \exists \sigma_{2} y\right] \vee \exists\left[\sigma_{2} x \wedge \neg \sigma_{1} \exists_{2} y \wedge \exists \sigma_{2} y\right]$. Now, notice that $\sigma_{1} \exists_{2} y=\sigma_{1}\left[\exists \sigma_{2} y \wedge \neg t_{y}\right]=\exists \sigma_{2} y \wedge \neg \sigma_{3} t_{y}=\exists \sigma_{2} y \wedge \neg \exists \sigma_{3}(\neg y \wedge$ $\left.\sigma_{2} y\right) \in \exists(B(L))$. Then,

$$
\begin{aligned}
\exists \sigma_{3}\left(\neg z \wedge \sigma_{2} z\right)=\left[\exists \sigma_{3}(\neg x\right. & \left.\left.\wedge \sigma_{2} x\right) \wedge \exists \sigma_{2} y\right] \vee\left[\exists \sigma_{2} x \wedge \neg \sigma_{1} \exists_{2} y \wedge \exists \sigma_{2} y\right]= \\
& =\left[\exists \sigma_{3}\left(\neg x \wedge \sigma_{2} x\right) \vee\left(\exists \sigma_{2} x \wedge \neg \sigma_{1} \exists_{2} y\right)\right] \wedge \exists \sigma_{2} y
\end{aligned}
$$

Hence, $\neg \exists \sigma_{3}\left(\neg z \wedge \sigma_{2} z\right)=\left[\neg \sigma_{3} t_{x} \wedge\left(\neg \exists \sigma_{2} x \vee \sigma_{1} \exists_{2} y\right)\right] \vee \neg \exists \sigma_{2} y$. Therefore, by replacing this term in (4.2) and taking into account that $\sigma_{1} \exists_{2} y \leq \sigma_{2} \exists_{2} y=$ $\exists \sigma_{2} y$, we obtain $\sigma_{1} \exists_{2} z=\exists \sigma_{2} x \wedge \exists \sigma_{2} y \wedge\left[\left(\neg \sigma_{3} t_{x} \wedge\left(\neg \exists \sigma_{2} x \vee \sigma_{1} \exists_{2} y\right)\right) \vee \neg \exists \sigma_{2} y\right]=$ $\exists \sigma_{2} x \wedge \neg \sigma_{3} t_{x} \wedge \sigma_{1} \exists_{2} y$. It is easy to cheek that $\sigma_{1}\left(\exists_{2} x \wedge \exists_{2} y\right)=\left[\left(\exists \sigma_{2} x \wedge \neg \sigma_{3} t_{x}\right) \vee\right.$ $\left.\sigma_{1} v_{x}\right] \wedge \sigma_{1} \exists_{2} y=\exists \sigma_{2} x \wedge \neg \sigma_{3} t_{x} \wedge \sigma_{1} \exists_{2} y=\sigma_{1} \exists_{2} z$. On the other hand, $\sigma_{2} \exists_{2} z=$ $\sigma_{2}\left(\exists \sigma_{2} z \wedge \neg t_{z}\right) \vee 0=\exists \sigma_{2} z \wedge 1=\exists \sigma_{2} z=\exists \sigma_{2}\left(x \wedge \exists_{2} y\right)=\exists \sigma_{2} x \wedge \exists \sigma_{2} y=\sigma_{2}\left(\exists_{2} x \wedge\right.$ $\left.\exists_{2} y\right)$, and similarly we have $\sigma_{3} \exists_{2} z=\exists \sigma_{3} z=\exists \sigma_{3}\left(x \wedge \exists_{2} y\right)=\sigma_{3}\left(\exists_{2} x \wedge \exists_{2} y\right)$.

To prove (A5) we will use (MDP). Let $x \in L$. So $\exists_{2} x=\left(\exists \sigma_{2} x \wedge \neg t_{x}\right) \vee v_{x}$ where $t_{x}, v_{x} \in I_{L}$ are the unique elements such that $\sigma_{3} t_{x}=\exists \sigma_{3}\left(\neg x \wedge \sigma_{2} x\right)$ and $\sigma_{3} v_{x}=\exists \sigma_{3}\left(x \wedge \neg \sigma_{2} x\right)$. Then $\sigma_{1} \exists_{2} x=\left(\exists \sigma_{2} x \wedge \neg \sigma_{3} t_{x}\right) \vee \sigma_{1} v_{x}=\exists \sigma_{2} x \wedge$ $\neg \sigma_{3} t_{x}=\exists \sigma_{2} x \wedge \neg \exists\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)$. Since $\neg \sigma_{1} x \wedge \sigma_{2} x \leq \exists\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right)$ we have $\left.\neg \exists\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \leq \sigma_{1}\left(x \vee \neg \sigma_{2} x\right)\right)$ and thus $\sigma_{1} \exists_{2} x=\exists \sigma_{2} x \wedge \neg \exists\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \leq$ $\neg \exists\left(\neg \sigma_{1} x \wedge \sigma_{2} x\right) \leq \sigma_{1}\left(x \vee \neg \sigma_{2} x\right)$. Since $\sigma_{j}\left(x \vee \neg \sigma_{2} x\right)=1$ for $j \in\{2,3\}$ the proof is complete.

Finally, to prove (A6) let $x \in L$ and let $z:=x \vee \neg \sigma_{2} x$. Then

$$
\exists_{2}\left(x \vee \neg \sigma_{2} x\right)=\exists_{2} z=\left(\exists \sigma_{2} z \wedge \neg t_{z}\right) \vee v_{z}
$$

where $t_{z}, v_{z} \in I_{L}$ are the unique elements such that $\sigma_{3} t_{z}=\exists \sigma_{3}\left(\neg z \wedge \sigma_{2} z\right)$ and $\sigma_{3} v_{z}=\exists \sigma_{3}\left(z \wedge \neg \sigma_{2} z\right)$. Moreover

$$
\exists_{2} x=\left(\exists \sigma_{2} x \wedge \neg t_{x}\right) \vee v_{x}
$$

where $t_{x}, v_{x} \in I_{L}$ are the unique elements such that $\sigma_{3} t_{x}=\exists \sigma_{3}\left(\neg x \wedge \sigma_{2} x\right)$ and $\sigma_{3} v_{x}=\exists \sigma_{3}\left(x \wedge \neg \sigma_{2} x\right)$. It is easy to check that $\sigma_{2} z=1$. Then $v_{z}=0$ and hence $\exists_{2} z=\neg t_{z}$. Moreover $\sigma_{3} t_{z}=\sigma_{3} t_{x}$, which implies $t_{z}=t_{x}$. Then $\exists_{2} x=\left(\exists \sigma_{2} x \wedge \neg t_{z}\right) \vee v_{x}$. Therefore, to prove (A6) we must show that

$$
\neg t_{z} \leq\left[\left(\exists \sigma_{2} x \wedge \neg t_{z}\right) \vee v_{x}\right] \vee \neg \exists_{2} \sigma_{2} x
$$

which is true because $\left[\left(\exists \sigma_{2} x \wedge \neg t_{z}\right) \vee v_{x}\right] \vee \neg \exists_{2} \sigma_{2} x=\neg t_{z} \vee v_{x} \vee \neg \exists_{2} \sigma_{2} x \geq \neg t_{z}$.

## 5. Completeness Theorems for Monadic Four-Valued Łukasiewicz Logics

In this section, we will prove a completeness theorem for the $2 / 3$-monadic four-valued Łukasiewicz predicate logic. To this purpose, we follow a similar
approach to that used by Krongold in [13] for the development of the classical monadic functional calculus of first order. To define a $2 / 3$-monadic fourvalued Łukasiewicz predicate logic, we use the axiomatization of the $n$-valued Łukasiewicz propositional calculus given by Cignoli in [4].

Firstly, we give a brief overview of a completeness theorem for the monadic four-valued Łukasiewicz predicate calculus corresponding to the standard universal quantifier. Due to a matter of simplicity throughout this section, we shall deal with universal quantifiers instead of existential quantifiers. We prove a completeness theorem for the monadic four-valued Łukasiewicz predicate calculus corresponding to the dual of the quantifier $\exists_{\frac{2}{3}}$, using the fact that both quantifiers, the standard and the alternative one, are interdefinable.

In this part of the paper we shall consider an equivalent definition of four-valued Łukasiewicz algebras to that given in Sect. 1. We use the characterization of Lukasiewicz algebras in terms of symmetric Heyting algebras given by Iturrioz in [12]. A four-valued Łukasiewicz algebra (see [12] and [4]) can be also defined as an algebra $\left\langle A, \vee, \wedge, \Rightarrow, \neg, \sigma_{1}, \sigma_{2}, \sigma_{3}, 0,1\right\rangle$ such that $\langle A, \vee, \wedge, \Rightarrow, \neg, 0,1\rangle$ is a symmetric Heyting algebra [15] and $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ are unary operations that satisfy conditions (L2), (L4), (L6), (L7) and
(L10) $\sigma_{1} x \vee x=x$,

$$
\begin{equation*}
\sigma_{i}(x \Rightarrow y)=\bigwedge_{j=i}^{3}\left(\sigma_{j} x \Rightarrow \sigma_{j} y\right), \text { for } 1 \leq i \leq 3 \tag{L11}
\end{equation*}
$$

In Sect. 3, a monadic four-valued Łukasiewicz algebra was defined as pairs $\langle L, \exists\rangle$ where $L$ is an $L_{4}$-algebra and $\exists: L \rightarrow L$ is an existential quantifier. The dual quantifier associated with the existential quantifier $\exists$ is defined as usual (i.e. $\forall=\neg \exists \neg$ ). Thus, the class of monadic four-valued Łukasiewicz algebras can be also defined as pairs $\langle A, \forall\rangle[1,2,7]$, where $A$ is an $L_{4}$-algebra and $\forall: A \rightarrow A$ is an operator, called universal quantifier, such that satisfies the following properties: for every $x, y \in A$,
(ML1) $\forall 1=1$;
(ML2) $\forall x \leq x$;
(ML3) $\forall(x \vee \forall y)=\forall x \vee \forall y$;
(ML4) $\forall \sigma_{i} x=\sigma_{i} \forall x$, for $1 \leq i \leq 3$.
It is not hard to check that if $\forall: A \rightarrow A$ is an operator on an $L_{4}$-algebra $A$ and $\exists: A \rightarrow A$ is defined by $\exists x=\neg \forall \neg x$ for all $x \in A$, then $\forall$ is an universal quantifier if and only if $\exists$ is an existential quantifier. Moreover $\forall x=\neg \exists \neg x$ for all $x \in A$. Without loss of generality, we also denote by $\mathbb{M L}_{4}$ the class of monadic $L_{4}$-algebras ( $M L_{4}$-algebra) endowed with a universal quantifier. The following proposition gives several classical properties on $M L_{4}$-algebras.

Proposition 5.1. Let $\langle A, \forall\rangle$ be an $M L_{4}$-algebra. For every $a, b \in A$, the following conditions hold:
(1) $\forall 0=0$,
(2) $a \in \forall(A)$ if and only if $\forall a=a$,
(3) $\forall(a \wedge b)=\forall a \wedge \forall b$,
(4) $\left\langle B(L), \forall_{/ B(L)}\right\rangle$ is a monadic Boolean algebra and $\forall(B(L))=\forall(L) \cap B(L)$,
(5) $\forall(\forall a \Rightarrow b)=\forall a \Rightarrow \forall b$,
(6) $\forall(A)$ is an $L_{4}$-subalgebra of $A$.

Proof. The proof is standard and it is ommited.
A language $\mathcal{L}$ of a monadic four-valued Lukasiewicz predicate logic consists of a single variable $x$, a countable set of unary predicate letters $\left\{P_{n}: n \in\right.$ $\omega\}$, a countable set of constant letters $\left\{a_{n}: n \in \omega\right\}$, the binary logic connectives $\Rightarrow, \wedge, \vee$, the unary logic connectives $\neg, \sigma_{1}, \sigma_{2}, \sigma_{3}$, the universal quantifier $\forall$ and the punctuation symbols $($,$) . We denote by \mathcal{F} m(\mathcal{L})$ the set of all formulas of $\mathcal{L}$ defined as usual. We shall sometimes omit parentheses as long as no ambiguity is caused. Given a formula $\alpha$, we shall denote by $\alpha(t)$ the result of substituting $t$ in $\alpha$ for every free occurrence of $x$, where $t=x$ or $t=a_{n}$, for some constant letter $a_{n}$ of $\mathcal{L}$.

Let $\langle A, \forall\rangle$ be a monadic $L_{4}$-algebra. A constant of $\langle A, \forall\rangle$ is an $L_{4^{-}}$ homomorphism $c: A \rightarrow \forall(A)$ such that the restriction of $c$ to $\forall(A)$ is the identity function. We denote by $C_{\forall}(A)$ the set of all constants of $\langle A, \forall\rangle$. An interpretation $M$ of the language $\mathcal{L}$ is a system $M=\langle A, \forall, v, h\rangle$ where $\langle A, \forall\rangle$ is a monadic $L_{4}$-algebra, $v$ is a map from $\left\{P_{n}: n \in \omega\right\}$ into $A$ and $h$ is a map from $\left\{a_{n}: n \in \omega\right\}$ into $C_{\forall}(A)$. Each interpretation $M=(A, \forall, v, h)$ induces a map $\widehat{v}: \mathcal{F} m(\mathcal{L}) \rightarrow A$ defined recursively as follows:

- $\widehat{v}\left(P_{n}(x)\right)=v\left(P_{n}\right)$, for all $n \in \omega$;
- $\widehat{v}\left(P_{n}\left(a_{m}\right)\right)=h\left(a_{m}\right)\left(v\left(P_{n}\right)\right)=h\left(a_{m}\right)\left(\widehat{v}\left(P_{n}(x)\right)\right)$, for all $n, m \in \omega$;
- $\widehat{v}(\alpha \circ \beta)=\widehat{v}(\alpha) \circ \widehat{v}(\beta)$ where $\circ \in\{\wedge, \vee \Rightarrow\}$;
- $\widehat{v}\left(\sigma_{i} \alpha\right)=\sigma_{i} \widehat{v}(\alpha)$, for $i \in\{1,2,3\}$;
- $\widehat{v}(\neg \alpha)=\neg \widehat{v}(\alpha)$;
- $\widehat{v}(\forall x \alpha)=\forall \widehat{v}(\alpha)$.

Notice that $\widehat{v}\left(\alpha\left(a_{m}\right)\right)=h\left(a_{m}\right)(\widehat{v}(\alpha))$ for every constant letter $a_{m}$ of $\mathcal{L}$ and every $\alpha \in \mathcal{F} m(\mathcal{L})$.

Definition 5.2. A formula $\alpha \in \mathcal{F} m(\mathcal{L})$ is said to be:
(a) true in an interpretation $M=\langle A, \forall, v, h\rangle$ of $\mathcal{L}$ (in symbols $M \Vdash \alpha$ ) if $\widehat{v}(\alpha)=1 ;$
(b) logically valid in $\mathcal{L}$ if $M \Vdash \alpha$ for every interpretation $M$ of $\mathcal{L}$.

Let $\Gamma \subseteq \mathcal{F} m(\mathcal{L})$. If $M \Vdash \beta$ for every $\beta \in \Gamma$ we write $M \Vdash \Gamma$.
Definition 5.3. A formula $\alpha \in \mathcal{F} m(\mathcal{L})$ is logical consequence of a set $\Gamma \subseteq$ $\mathcal{F} m(\mathcal{L})$ (in symbols $\Gamma \vDash \alpha$ ) if for every interpretation $M$ of $\mathcal{L}, M \Vdash \Gamma$ implies $M \Vdash \alpha$.

Proposition 5.4. Let $\left\langle A, \forall_{A}\right\rangle$ and $\left\langle B, \forall_{B}\right\rangle$ be monadic $L_{4}$-algebras and let $f: A \rightarrow B$ be an homomorphism. If $c$ is a constant of $A$, then $c^{*}: f(A) \rightarrow$ $\forall_{B}(f(A))$ is a constant of $f(A)$ where $c^{*}(f(a))=f(c(a))$.
Proof. It is clear that $\left(f(A), \forall_{B}\right)$ is a monadic subalgebra of $\left(B, \forall_{B}\right)$. Moreover, $c(a)=\forall_{A}(c(a))$, thus $f(c(a))=f\left(\forall_{A}(c(a))\right)=\forall_{B} f(c(a)) \in \forall_{B}(f(A))$. To see that $c^{*}$ is well defined ( $f$ can not be injective) it is enough to prove that for every $a \in A, f(a)=1$ implies $f(c(a))=1$. Let us suppose that $f(a)=1$.

Then $1=\forall_{B}(f(a))=f\left(\forall_{A}(a)\right) \leq f(c(a))$ because $\forall_{A} a \leq c(a)$. It easy to see that $c^{*}$ is an $L_{4}$-homomorphism and the restriction of $c^{*}$ to $\forall_{B}(f(A))$ is the identity map, because $c^{*}\left(\forall_{B}(f(a))\right)=c^{*}\left(f\left(\forall_{A}(a)\right)\right)=f\left(c\left(\forall_{A}(a)\right)\right)=$ $f\left(\forall_{A}(a)\right)=\forall_{B}(f(a))$, for all $a \in A$.

Proposition 5.5. A formula $\alpha \in \mathcal{F} m(\mathcal{L})$ is logically valid if and only if $\alpha$ is true in each interpretation $\left\langle\mathbf{4}^{X}, \forall, v, h\right\rangle$ where

$$
\begin{equation*}
(\forall f)(x)=\bigwedge_{y \in X} f(y) \tag{5.1}
\end{equation*}
$$

for every $f \in \mathbf{4}^{X}$ and each $x \in X$.
Proof. Let $\alpha \in \mathcal{F} m(\mathcal{L})$. Suppose that $\alpha$ is not logically valid. So, there is an interpretation $M=\langle A, \forall, v, h\rangle$ such that $\widehat{v}(\alpha)<1$. Then, there exists a maximal monadic implicative filter $U$ of $\langle A, \forall\rangle$ such that $\widehat{v}(\alpha) \notin U[1$, pp. 78]. Then $A / U$ is a simple algebra and so it is isomorphic to a subalgebra of $4^{X}$ for some nonempty set $X[1]$. Thus, there is a monadic homomorphism $\chi: A \rightarrow 4^{X}$ such that $U=\chi^{-1}(\{1\})$. Let $v^{*}=\chi \circ v:\left\{P_{n}: n \in \omega\right\} \rightarrow 4^{X}$. Now, let $a_{n}$ be a constant letter of $\mathcal{L}$. By Proposition 5.4, h( $\left.a_{n}\right)^{*}$ is a constant of $\chi(A)$ where $h\left(a_{n}\right)^{*}(\chi(a))=\chi\left(h_{A}\left(a_{n}\right)(a)\right)$. Since 4 is an injective algebra [2, p. 371] and $\forall(\chi(A)) \subseteq L_{4}$, it follows that $h\left(a_{n}\right)^{*}$ can be extended to a homomorphism $\bar{h}\left(a_{n}\right): \mathbf{4}^{X} \rightarrow \mathbf{4}$ such that $\bar{h}\left(a_{n}\right)$ is a constant of $\mathbf{4}^{X}$. Hence, we can define the interpretation $M^{*}=\left\langle 4^{X}, \forall, v^{*}, \bar{h}\right\rangle$ of $\mathcal{L}$ where $\forall$ is defined as in (5.1). It is not hard to check that $\widehat{v^{*}}=\chi \circ \widehat{v}$. Then, we have that $\widehat{v^{*}}(\alpha)=\chi(\widehat{v}(\alpha)) \neq 1$. Therefore, $\alpha$ is not true in the interpretation $M^{*}=\left\langle\mathbf{4}^{X}, \forall, v^{*}, \bar{h}\right\rangle$.

Now, we propose the following set of axioms and rules of inference for the monadic four-valued Łukasiewicz predicate calculus $L u k_{4}^{*}(\forall)$. The axioms (A1)-(A16) correspond to an axiomatization of the four-valued Łukasiewicz propositional calculus given by Cignoli in [4], which is an extension of the classical intuitionistic calculus. Let us consider the following axiom-schemes, where $\alpha \Leftrightarrow \beta$ is an abbreviation for $(\alpha \Rightarrow \beta) \wedge(\beta \Rightarrow \alpha)$.
(A1) $\alpha \Rightarrow(\beta \Rightarrow \alpha)$
(A2) $(\alpha \Rightarrow(\beta \Rightarrow \gamma)) \Rightarrow((\alpha \Rightarrow \beta) \Rightarrow(\alpha \Rightarrow \gamma))$
(A3) $\alpha \Rightarrow(\alpha \vee \beta)$
(A4) $\beta \Rightarrow(\alpha \vee \beta)$
(A5) $(\alpha \Rightarrow \gamma) \Rightarrow((\beta \Rightarrow \gamma) \Rightarrow((\alpha \vee \beta) \Rightarrow \gamma))$
(A6) $(\alpha \wedge \beta) \Rightarrow \alpha$
(A7) $(\alpha \wedge \beta) \Rightarrow \beta$
(A8) $(\alpha \Rightarrow \beta) \Rightarrow((\alpha \Rightarrow \gamma) \Rightarrow(\alpha \Rightarrow(\beta \wedge \gamma)))$
(A9) $\alpha \Leftrightarrow \neg \neg \alpha$
(A10) $\sigma_{1}(\alpha \Rightarrow \beta) \Leftrightarrow \sigma_{1}(\neg \beta \Rightarrow \neg \alpha)$
(A11) $\sigma_{i}(\alpha \vee \beta) \Leftrightarrow \sigma_{i} \alpha \vee \sigma_{i} \beta$, for $1 \leq i \leq 3$
(A12) $\sigma_{i}(\alpha \Rightarrow \beta) \Leftrightarrow \bigwedge_{j=i}\left(\sigma_{j} \alpha \Rightarrow \sigma_{j} \beta\right)$, for $1 \leq i \leq 3$
(A13) $\sigma_{i} \sigma_{j} \alpha \Leftrightarrow \sigma_{j} \alpha$, for $1 \leq i, j \leq 3$
(A14) $\sigma_{1} \alpha \Rightarrow \alpha$
(A15) $\sigma_{i} \alpha \Leftrightarrow \neg \sigma_{4-i} \neg \alpha$, for $1 \leq i \leq 3$
(A16) $\sigma_{1} \alpha \vee \neg \sigma_{1} \alpha$
(A17) $\forall x \alpha \Rightarrow \alpha(t)$, with $t=x$ or $t=a_{n}$
(A18) $\forall x(\alpha \Rightarrow \beta) \Rightarrow(\alpha \Rightarrow \forall x \beta)$, if $x$ is not free in $\alpha$
(A19) $\forall x \sigma_{i} \alpha \Rightarrow \sigma_{i} \forall x \alpha$, for $1 \leq i \leq 3$.
The rules of inference are: Modus Ponens (MP), Generalization (G) and (R1): $\alpha / \sigma_{1} \alpha$. The notions of proof and proof from a set of formulas are the usual ones. We write $\Gamma \vdash_{\mathcal{L}} \alpha$ if there exists a proof of $\alpha$ from $\Gamma$ (we also say that $\Gamma$ implies syntactically $\alpha$ ) and, if $\Gamma=\emptyset$ we write simply $\vdash_{\mathcal{L}} \alpha$.

Let $\mathcal{L}_{0}$ be the language corresponding to the four-valued Eukasiewicz propositional calculus given by Cignoli in [4] (see also [2]) with a countable set $\operatorname{Var}=\left\{q_{n}: n \in \omega\right\}$ of propositional variables and let $\mathcal{F} m\left(\mathcal{L}_{0}\right)$ be the algebra of formulas of $\mathcal{L}_{0}$. A substitution of $\mathcal{L}_{0}$ in $\mathcal{L}$ is a function $s: \operatorname{Var} \rightarrow \mathcal{F} m(\mathcal{L})$. Notice that $s$ can be uniquely extended to a function $\bar{s}: \mathcal{F} m\left(\mathcal{L}_{0}\right) \rightarrow \mathcal{F} m(\mathcal{L})$ preserving propositional connectives. Thus, for every interpretation $M=\langle A, \forall, v, h\rangle$ of $\mathcal{L}$ and every substitution $s$ of $\mathcal{L}_{0}$ in $\mathcal{L}$, the map $\widehat{v} \circ \bar{s}: \mathcal{F} m\left(\mathcal{L}_{0}\right) \rightarrow A$ is an $L_{4}$-homomorphism. A formula $\alpha \in \mathcal{F} m(\mathcal{L})$ is said to be an instance of a tautology if there exists a tautology $\tau \in \mathcal{F} m\left(\mathcal{L}_{0}\right)$ and a substitution $s$ of $\mathcal{L}_{0}$ in $\mathcal{L}$ such that $\alpha=\bar{s}(\tau)$.

The proofs of the following two propositions are usual by an inductive argument.

Proposition 5.6. Let $\alpha \in \mathcal{F} m(\mathcal{L})$ and let $M=\langle A, \forall, v, h\rangle$ be an interpretation of $\mathcal{L}$. Then,
(i) if $\alpha$ is an instance of tautology, then $\alpha$ is logically valid;
(ii) if $\alpha$ is a sentence, then $\widehat{v}(\alpha) \in \forall(A)$.

Proposition 5.7. (Soundness) Let $\Gamma \cup\{\alpha\} \subseteq \mathcal{F} m(\mathcal{L})$. If $\alpha$ is provable from $\Gamma$, then $\alpha$ is logical consequence of $\Gamma$. In symbols, $\Gamma \vdash_{\mathcal{L}} \alpha$ implies $\Gamma \vDash \alpha$.

Proposition 5.8. ([2, p. 480]) Let $\Gamma \subseteq \mathcal{F} m(\mathcal{L})$ and $\alpha, \alpha_{1}, \alpha_{2}, \beta, \beta_{1}, \beta_{2} \in \mathcal{F} m(\mathcal{L})$. Then,
(D1) If $\Gamma \vdash_{\mathcal{L}}\left(\alpha_{1} \Leftrightarrow \beta_{1}\right)$ and $\Gamma \vdash_{\mathcal{L}}\left(\alpha_{2} \Leftrightarrow \beta_{2}\right)$ then $\Gamma \vdash_{\mathcal{L}}\left(\left(\alpha_{1} \circ \alpha_{2}\right) \Leftrightarrow\left(\beta_{1} \circ \beta_{2}\right)\right)$, for $\circ \in\{\wedge, \vee, \Rightarrow\}$.
(D2) If $\Gamma \vdash_{\mathcal{L}}(\alpha \Leftrightarrow \beta)$ then $\Gamma \vdash_{\mathcal{L}}(\neg \alpha \Leftrightarrow \neg \beta)$.
(D3) If $\Gamma \vdash_{\mathcal{L}}(\alpha \Leftrightarrow \beta)$ then $\Gamma \vdash_{\mathcal{L}}\left(\sigma_{i} \alpha \Leftrightarrow \sigma_{i} \beta\right)$ for each $i \in\{1,2,3\}$.
(D4) If $\Gamma \vdash_{\mathcal{L}}\left(\sigma_{i} \alpha \Rightarrow \sigma_{i} \beta\right)$ for each $i \in\{1,2,3\}$, then $\Gamma \vdash_{\mathcal{L}}(\alpha \Rightarrow \beta)$.
(D5) If $\Gamma \vdash_{\mathcal{L}} \neg \alpha$ then $\Gamma \vdash_{\mathcal{L}}(\alpha \Rightarrow \beta)$.
The proof of the following proposition is a consequence from axioms (A1)(A19) and properties (D1)-(D5).

Proposition 5.9. Let $\alpha, \beta, \gamma \in \mathcal{F} m(\mathcal{L})$. Then,
(E1) $\vdash_{\mathcal{L}} \sigma_{1}(\alpha \Rightarrow \beta) \Rightarrow(\neg \beta \Rightarrow \neg \alpha) ;$
(E2) $\alpha \Rightarrow \beta \vdash_{\mathcal{L}} \neg \beta \Rightarrow \neg \alpha$;
(E3) $\vdash_{\mathcal{L}} \neg(\alpha \wedge \beta) \Leftrightarrow(\neg \alpha \vee \neg \beta)$;
(E4) $\vdash_{\mathcal{L}} \neg(\alpha \vee \beta) \Leftrightarrow(\neg \alpha \wedge \neg \beta) ;$
(E5) $\vdash_{\mathcal{L}}(\alpha \Rightarrow \forall x \beta) \Rightarrow \forall x(\alpha \Rightarrow \beta)$, if $x$ is not free in $\alpha$.
(E6) $\vdash_{\mathcal{L}} \forall x(\alpha \Rightarrow \beta) \Leftrightarrow(\alpha \Rightarrow \forall x \beta)$, if $x$ is not free in $\alpha$.
(E7) $\vdash_{\mathcal{L}} \forall x(\alpha \Rightarrow \beta) \Rightarrow(\forall x \alpha \Rightarrow \forall x \beta)$.
(E8) $\vdash_{\mathcal{L}} \forall x \alpha \Rightarrow(\alpha \vee \beta)$.
(E9) $\vdash_{\mathcal{L}}(\alpha \vee \forall x \beta) \Rightarrow \forall x(\alpha \vee \beta)$, if $x$ is not free in $\alpha$.
$(\mathrm{E} 10) \vdash_{\mathcal{L}} \sigma_{i}(\alpha \Rightarrow \beta) \Rightarrow\left(\sigma_{i} \alpha \Rightarrow \sigma_{i} \beta\right)$, for $i \in\{1,2,3\}$.
(E11) $\vdash_{\mathcal{L}} \sigma_{i} \alpha \Rightarrow \sigma_{j} \alpha$, for $i, j \in\{1,2,3\}$ and $i<j$.
(E12) $\vdash_{\mathcal{L}} \forall x(\alpha \wedge \beta) \Leftrightarrow(\forall x \alpha \wedge \forall x \beta)$.
(E13) $\alpha \vdash_{\mathcal{L}} \sigma_{i} \alpha$, for $i \in\{1,2,3\}$.
(E14) $\vdash_{\mathcal{L}} \sigma_{i} \forall x \alpha \Leftrightarrow \forall x \sigma_{i} \alpha$, for $i \in\{1,2,3\}$.
(E15) $\alpha \Rightarrow \beta \vdash_{\mathcal{L}} \forall x \alpha \Rightarrow \forall x \beta$.
We define the following equivalence relation $\equiv$ on $\mathcal{F} m(\mathcal{L})$ given by the following prescription: for all $\alpha, \beta \in \mathcal{F} m(\mathcal{L})$,

$$
\alpha \equiv \beta \quad \text { if and only if } \quad \vdash_{\mathcal{L}}(\alpha \Leftrightarrow \beta) .
$$

For each $\alpha \in \mathcal{F} m(\mathcal{L}), \bar{\alpha}$ denotes the equivalence class of $\alpha$. The LindenbaumTarski algebra $\mathbf{F}=\left\langle\mathcal{F} m(\mathcal{L}) / \equiv, \wedge, \vee, \Rightarrow, \neg, \sigma_{1}, \sigma_{2}, \sigma_{3}, \overline{0}, \overline{1}\right\rangle$ is defined as usual, with $\overline{1}:=\left\{\alpha \in \mathcal{F} m(\mathcal{L}): \vdash_{\mathcal{L}} \alpha\right\}$ and $\overline{0}:=\neg \overline{1}$. Hence, $\mathbf{F}$ is a four-valued Lukasiewicz algebra [2,4].

In any $L_{4}$-algebra $A$ the following identities are satisfied (see [4]):

$$
x \Rightarrow y=\sigma_{1}(x \Rightarrow y) \vee y \quad \text { and } \quad a \Rightarrow b=\neg a \vee b
$$

for all $x, y \in A$ and for all $a, b \in B(A)$. Then, these identities are satisfied in the algebra $\mathbf{F}$ and thus we can obtain the following syntactical properties in $L u k_{4}^{*}(\forall)$ :
Proposition 5.10. Let $\alpha, \beta \in \mathcal{F} m(\mathcal{L})$. Then, $\left(\right.$ E17) $\vdash_{\mathcal{L}}(\alpha \Rightarrow \beta) \Leftrightarrow\left(\sigma_{1}(\alpha \Rightarrow \beta) \vee \beta\right)$;
(E18) $\vdash_{\mathcal{L}}\left(\sigma_{i} \alpha \Rightarrow \sigma_{i} \beta\right) \Leftrightarrow\left(\neg \sigma_{i} \alpha \vee \sigma_{i} \beta\right)$, for all $i \in\{1,2,3\}$.
Corollary 5.11. Let $\alpha, \beta \in \mathcal{F} m(\mathcal{L})$. Then,
$(\mathrm{E} 19) \vdash_{\mathcal{L}} \sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow \sigma_{i}(\alpha \vee \forall x \beta)$, if $x$ is not free in $\alpha$ and $i \in\{1,2,3\}$.
(E20) $\vdash_{\mathcal{L}} \forall x(\alpha \vee \beta) \Leftrightarrow(\alpha \vee \forall x \beta)$, if $x$ is not free in $\alpha$.
Proof. Let $\alpha, \beta \in \mathcal{F} m(\mathcal{L})$ be such that $x$ is not free in $\alpha$. Then, we have the following proof of $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow \sigma_{i}(\alpha \vee \forall x \beta)$ :

1. $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow \forall x \sigma_{i}(\alpha \vee \beta) \quad$ (E14)
2. $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow \forall x\left(\sigma_{i} \alpha \vee \sigma_{i} \beta\right) \quad$ (Equiv., A11, E15)
3. $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow \forall x\left(\neg \sigma_{i} \alpha \Rightarrow \sigma_{i} \beta\right) \quad$ (Equiv., E18, E15)
4. $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow\left(\neg \sigma_{i} \alpha \Rightarrow \forall x \sigma_{i} \beta\right) \quad$ (Equiv., E6)
5. $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow\left(\neg \sigma_{i} \alpha \Rightarrow \sigma_{i} \forall x \beta\right) \quad$ (Equiv., E14
6. $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow\left(\sigma_{i} \alpha \vee \sigma_{i} \forall x \beta\right) \quad$ (Equiv., E18)
7. $\sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow \sigma_{i}(\alpha \vee \forall x \beta) \quad$ (Equiv., A11).

Hence, $\vdash_{\mathcal{L}} \sigma_{i} \forall x(\alpha \vee \beta) \Leftrightarrow \sigma_{i}(\alpha \vee \forall x \beta)$, if $x$ is not free in $\alpha$ and $i \in\{1,2,3\}$. (E20) is a consequence of the previous fact and (D5.8).

Proposition 5.12. The pair $\langle\mathbf{F}, \forall\rangle$ is a monadic $L_{4}$-algebra, where $\mathbf{F}$ is the Lindenbaum-Tarski algebra of $\mathcal{L}$ and $\forall: \mathcal{F} m(\mathcal{L}) / \equiv \rightarrow \mathcal{F} m(\mathcal{L}) / \equiv$ is defined by $\forall \bar{\alpha}=\overline{\forall x \alpha}$, for each $\alpha \in \mathcal{F} m(\mathcal{L})$.

Proof. Notice that (E15) implies that the operation $\forall$ on $\mathbf{F}$ is well defined, i.e., if $\bar{\alpha}=\bar{\beta}$, then $\forall \bar{\alpha}=\forall \bar{\beta}$. We must check that conditions (ML1)-(ML4) hold. Notice that $\overline{1}=\overline{\alpha \Rightarrow \alpha}$. Then, from (A1) and (A17), we have that $\vdash_{\mathcal{L}}$ $\forall x(\alpha \Rightarrow \alpha) \Leftrightarrow(\alpha \Rightarrow \alpha)$. Thus, $\forall \overline{1}=\overline{1}$ and hence condition (ML1) holds. Condition (ML2) is a consequence of (A17). Condition (ML3) can be deduced from (E20). Finally, (ML4) follows from (E14).

For every constant letter $a_{n}$ of the language $\mathcal{L}$, we define the operation $c_{n}: \mathcal{F} m(\mathcal{L}) / \equiv \rightarrow \mathcal{F} m(\mathcal{L}) / \equiv$ by $c_{n}(\bar{\alpha})=\overline{\alpha\left(a_{n}\right)}$ for each $\alpha \in \mathcal{F} m(\mathcal{L})$. The following proposition is straightforward, and thus we omit its proof.

Proposition 5.13. Let $a_{n}$ be a constant letter of $\mathcal{L}$. Then, the operation $c_{n}$ is a constant of the algebra $\langle\mathbf{F}, \forall\rangle$

Theorem 5.14. (Completeness) Let $\alpha \in \mathcal{F} m(\mathcal{L})$. Then, $\alpha$ is logically valid if and only if $\alpha$ is provable. That is, $\vDash \alpha$ if and only if $\vdash_{\mathcal{L}} \alpha$.

Proof. The implication $\vdash_{\mathcal{L}} \alpha$ implies $\vDash \alpha$ is a consequence of Proposition 5.7. Now, assume that $\alpha$ is a logically valid formula. Consider the interpretation $M_{\mathcal{L}}=\langle\mathbf{F}, \forall, v, h\rangle$ of $\mathcal{L}$, where $\langle\mathbf{F}, \forall\rangle$ is the monadic $L_{4}$-algebra defined in Proposition 5.12, v: $\left\{P_{n}: n \in \omega\right\} \rightarrow \mathcal{F} m(\mathcal{L}) / \equiv$ is the map given by $v\left(P_{n}\right)=$ $\overline{P_{n}(x)}$ and $h:\left\{a_{n}: n \in \omega\right\} \rightarrow C(\mathbf{F})$ is defined by $h\left(a_{n}\right)=c_{n}$ (see Proposition 5.13). We show that for every formula $\alpha \in \mathcal{F} m(\mathcal{L}), \widehat{v}(\alpha)=\bar{\alpha}$. We proceed by induction.

- If $\alpha=P_{n}(x)$, then $\widehat{v}\left(P_{n}(x)\right)=v\left(P_{n}\right)=\overline{P_{n}(x)}=\bar{\alpha}$;
- If $\alpha=P_{n}\left(a_{m}\right)$, then $\widehat{v}\left(P_{n}\left(a_{m}\right)\right)=h\left(a_{m}\right)\left(v\left(P_{n}\right)\right)=c_{m}\left(\overline{P_{n}(x)}\right)=\bar{\alpha}$;
- If $\alpha=\beta \circ \gamma$ with $\circ \in\{\wedge, \vee, \Rightarrow\}$, then $\widehat{v}(\beta \circ \gamma)=\widehat{v}(\beta) \circ \widehat{v}(\gamma)=\bar{\beta} \circ \bar{\gamma}=$ $\overline{\beta \circ \gamma}=\bar{\alpha} ;$
- If $\alpha=\neg \beta$, then $\widehat{v}(\neg \beta)=\neg \widehat{v}(\beta)=\neg \bar{\beta}=\overline{\neg \beta}=\bar{\alpha}$;
- If $\alpha=\sigma_{i} \beta$ for $i \in\{1,2,3\}$, then $\widehat{v}\left(\sigma_{i} \beta\right)=\sigma_{i} \bar{\beta}=\overline{\sigma_{i} \beta}=\bar{\alpha}$;
- If $\alpha=\forall x \beta$, then $\widehat{v}(\forall x \beta)=\forall \widehat{v}(\beta)=\forall \bar{\beta}=\overline{\forall x \beta}=\bar{\alpha}$.

Thus, since $M_{\mathcal{L}}$ is an interpretation of $\mathcal{L}$ and $\alpha$ is logically valid, we have $\overline{1}=\widehat{v}(\alpha)=\bar{\alpha}$. Hence $\vdash_{\mathcal{L}} \alpha$.

The next step is to prove a completeness theorem for the monadic predicate calculus corresponding to the $2 / 3$-existential quantifier. To this end, we shall consider the dual $2 / 3$-universal quantifier $\forall_{\frac{2}{3}}$ (for short, we write $\forall_{2}$ instead of $\forall_{\frac{2}{3}}$ ) of $\exists_{\frac{2}{3}}$ defined as $\forall_{\frac{2}{3}}=\neg \exists_{\frac{2}{3}} \neg$.

Let $A$ be an $L_{4}$-algebra. An operation $\forall_{2}: A \rightarrow A$ is said to be a $2 / 3$ universal quantifier if the following conditions are satisfied, for every $x, y \in A$ :
(U1) $\forall_{2} 1=1$;
(U2) $\forall_{2} \sigma_{i} x \leq \sigma_{i} x$, for $i \in\{1,2,3\}$;
(U3) $\forall_{2} \sigma_{i} x=\sigma_{i} \forall_{2} x$, for $i \in\{1,2\}$;
(U4) $\forall_{2}\left(x \vee \forall_{2} y\right)=\forall_{2} x \vee \forall_{2} y$;
(U5) $x \wedge \sigma_{2} \neg x \leq \forall_{2} x$;
(U6) $\forall_{2} x \wedge \neg \forall_{2} \sigma_{2} x \leq \forall_{2}\left(x \wedge \neg \sigma_{2} x\right)$.

It is straightforward to check that an operation $\forall_{2}: A \rightarrow A$ is a $2 / 3$ universal quantifier if and only if the operation $\exists_{2}: A \rightarrow A$ defined by $\exists_{2} x:=$ $\neg \forall_{2} \neg x$ is a $2 / 3$-existential quantifier, and $\forall_{2} x=\neg \exists_{2} \neg x$. Thus, given an $L_{4^{-}}$ algebra $A$ and a 2/3-universal quantifier $\forall_{2}: A \rightarrow A$, without loss of generality we can say that $\left\langle A, \forall_{2}\right\rangle$ is a $2 / 3$-monadic $L_{4}$-algebra. Moreover, since the quantifiers $\exists_{2}$ and $\exists$ are interdefinable (Theorem 3.1), it follows that the quantifiers $\forall_{2}$ and $\forall$ are interdefinable. More precisely we have
(I1) if $\langle A, \forall\rangle$ is a monadic $L_{4}$-algebra and we define $\forall_{2} x:=\forall x \vee \neg \forall\left(\neg x \vee \sigma_{2} x\right)$, then $\left\langle A, \forall_{2}\right\rangle$ is a $2 / 3$-monadic $L_{4}$-algebra;
(I2) if $\left\langle A, \forall_{2}\right\rangle$ is a $2 / 3$-monadic $L_{4}$-algebra and we define $\forall x:=\forall_{2} \sigma_{3} x \wedge \forall_{2}(x \vee$ $\neg \sigma_{3} x$ ), then $\langle A, \forall\rangle$ is a monadic $L_{4}$-algebra.
We consider the language $\mathcal{L}_{2}$ of a $2 / 3$-monadic four-valued Łukasiewicz predicate calculus that consists of the same symbols that $\mathcal{L}$, except for the symbol $\forall$ which will be replaced by $\forall_{2}$. We denote by $\mathcal{F} m\left(\mathcal{L}_{2}\right)$ the set of all formulas of $\mathcal{L}_{2}$ defined as usual. An interpretation $M=\left\langle A, \forall_{2}, v, h\right\rangle$ of $\mathcal{L}_{2}$ is defined similarly to the corresponding notion of an interpretation of $\mathcal{L}$ and the same thing happens for the notion of constant of a $2 / 3$-monadic $L_{4}$-algebra and we denote the set of all constants of $\left\langle A, \forall_{2}\right\rangle$ by $C_{\forall_{2}}(A)$. The following proposition is a consequence of the equations given in (I1) and (I2).

Proposition 5.15. Let $A$ be an $L_{4}$-algebra. Let $\forall$ be an universal quantifier and $\forall_{2}$ be a 2/3-universal quantifier, defined on $A$. If $\forall$ and $\forall_{2}$ are interdefinable by the equations in (I1) and (I2), then $C_{\forall}(A)=C_{\forall_{2}}(A)$.

Let us consider the map $\Phi: \mathcal{F} m(\mathcal{L}) \rightarrow \mathcal{F} m\left(\mathcal{L}_{2}\right)$ defined recursively, by using (I2), as follows. Let $\alpha \in \mathcal{F} m(\mathcal{L})$ :

- if $\alpha=P_{n}(t)$ with $t=x$ or $t=a_{n}$, then $\Phi(\alpha)=\alpha$;
- if $\alpha=\neg \beta$, then $\Phi(\alpha)=\neg \Phi(\beta)$;
- if $\alpha=\sigma_{i} \beta$ for $i \in\{1,2,3\}$, then $\Phi(\alpha)=\sigma_{i} \Phi(\beta)$;
- if $\alpha=\beta \circ \gamma$ for $\circ \in\{\wedge, \vee, \Rightarrow\}$, then $\Phi(\alpha)=\Phi(\beta) \circ \Phi(\gamma)$;
- if $\alpha=\forall x \beta$, then $\Phi(\alpha)=\forall_{2} x \sigma_{3} \Phi(\beta) \wedge \forall_{2} x\left(\Phi(\beta) \vee \neg \sigma_{3} \Phi(\beta)\right)$.

Now, using the map $\Phi$ and axioms (A1)-(A19), we propose a $2 / 3$-monadic predicated calculus on $\mathcal{L}_{2}$ as follows. Axioms (B1)-(B16) are the same that axioms (A1)-(A16) on $\mathcal{L}$ taking into account the formulas $\alpha, \beta, \gamma \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$; for $\alpha, \beta \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$,
(B17) $\left(\forall_{2} x \sigma_{3} \alpha \wedge \forall_{2} x\left(\alpha \vee \neg \sigma_{3} \alpha\right)\right) \Rightarrow \alpha(t)$, with $t=x$ or $t=a_{n}$;
(B18) $\left[\forall_{2} x \sigma_{3}(\alpha \Rightarrow \beta) \wedge \forall_{2} x\left((\alpha \Rightarrow \beta) \vee \neg \sigma_{3}(\alpha \Rightarrow \beta)\right)\right] \Rightarrow$ $\Rightarrow\left[\alpha \Rightarrow\left(\forall_{2} x \sigma_{3} \beta \wedge \forall_{2} x\left(\beta \vee \neg \sigma_{3} \beta\right)\right)\right]$, if $x$ is not free in $\alpha$;
(B19) $\left[\forall_{2} x \sigma_{3} \sigma_{i} \alpha \wedge \forall_{2} x\left(\sigma_{i} \alpha \vee \neg \sigma_{3} \sigma_{i} \alpha\right)\right] \Rightarrow \sigma_{i}\left[\forall_{2} x \sigma_{3} \alpha \wedge \forall_{2} x\left(\alpha \vee \neg \sigma_{3} \alpha\right)\right]$;
(B20) $\forall_{2} x \alpha \Leftrightarrow\left[\forall_{2} x \sigma_{3} \alpha \wedge \forall_{2} x\left(\alpha \vee \neg \sigma_{3} \alpha\right)\right] \vee \neg \forall_{2} x\left(\neg \alpha \vee \sigma_{2} \alpha\right)$.
The rules of inference are Modus Ponens (MP), Generalization (G) and (R1). Notice that axioms (B17), (B18) and (B19) are the image by $\Phi$ of axioms (A17), (A18) and (A19), respectively. Axiom (B20) is necessary to show that $\Phi$ acts like a translator from $\mathcal{L}$ to $\mathcal{L}_{2}$, see Proposition 5.18.

The binary relation $\equiv_{2}$ is defined on $\mathcal{F} m\left(\mathcal{L}_{2}\right)$ in a similar way as the relation $\equiv$ was defined on $\mathcal{F} m(\mathcal{L})$.

Proposition 5.16. Let $\alpha \in \mathcal{F} m(\mathcal{L})$. If $\alpha$ is provable in $\mathcal{L}$, then $\Phi(\alpha)$ is provable in $\mathcal{L}_{2}$.

Proof. Let $\alpha \in \mathcal{F} m(\mathcal{L})$ be a provable formula in $\mathcal{L}$. So, there is a proof $\delta_{1}, \ldots, \delta_{n}$ of $\alpha$. We show by induction that $\Phi\left(\delta_{j}\right)$ is provable in $\mathcal{L}_{2}$ for each $j=1, \ldots, n$.

- It is clear that if $\delta_{j}$ is an axiom of $\mathcal{L}$ then $\Phi\left(\delta_{j}\right)$ is an axiom of $\mathcal{L}_{2}$.
- Assume that there are indexes $i, k<j$ such that $\delta_{j}$ is obtained from $\delta_{i}$ and $\delta_{k}=\delta_{i} \Rightarrow \delta_{j}$ by (MP). So, by inductive hypothesis $\Phi\left(\delta_{i}\right)$ and $\Phi\left(\delta_{k}\right)=\Phi\left(\delta_{i}\right) \Rightarrow \Phi\left(\delta_{j}\right)$ are provable in $\mathcal{L}_{2}$, then by (MP) $\Phi\left(\delta_{j}\right)$ is provable in $\mathcal{L}_{2}$.
- Assume that there is an index $i<j$ such that $\delta_{j}$ is obtained from $\delta_{i}$ by (G). That is, $\delta_{j}=\forall x \delta_{i}$. Thus, $\Phi\left(\delta_{j}\right)=\forall_{2} x \sigma_{3} \Phi\left(\delta_{i}\right) \wedge \forall_{2} x\left(\Phi\left(\delta_{i}\right) \vee \neg \sigma_{3} \Phi\left(\delta_{i}\right)\right)$ where by inductive hypothesis $\Phi\left(\delta_{i}\right)$ is provable in $\mathcal{L}_{2}$. Then, we have the following proof

1. $\Phi\left(\delta_{i}\right) \Rightarrow \sigma_{3} \Phi\left(\delta_{i}\right)$
2. $\Phi\left(\delta_{i}\right)$
3. $\sigma_{3} \Phi\left(\delta_{i}\right)$
4. $\forall_{2} x \sigma_{3} \Phi\left(\delta_{i}\right)$
5. $\Phi\left(\delta_{i}\right) \Rightarrow\left(\Phi\left(\delta_{i}\right) \vee \neg \sigma_{3} \Phi\left(\delta_{i}\right)\right)$
6. $\Phi\left(\delta_{i}\right) \vee \neg \sigma_{3} \Phi\left(\delta_{i}\right)$
7. $\forall_{2} x\left(\Phi\left(\delta_{i}\right) \vee \neg \sigma_{3} \Phi\left(\delta_{i}\right)\right)$
8. $\forall_{2} x \sigma_{3} \Phi\left(\delta_{i}\right) \wedge \forall_{2} x\left(\Phi\left(\delta_{i}\right) \vee \neg \sigma_{3} \Phi\left(\delta_{i}\right)\right)$

Hence, $\Phi\left(\delta_{j}\right)$ is provable in $\mathcal{L}_{2}$.

- Assume that there exists an index $i<j$ such that $\delta_{j}$ is obtained from $\delta_{i}$ by the rule (R1). So, $\delta_{j}=\sigma_{1} \delta_{i}$. By inductive hypothesis, $\Phi\left(\delta_{i}\right)$ is provable in $\mathcal{L}_{2}$. Then, by (R1) we have that $\sigma_{1} \Phi\left(\delta_{i}\right)$ is provable in $\mathcal{L}_{2}$. Since $\sigma_{1} \Phi\left(\delta_{i}\right)=\Phi\left(\sigma_{1} \delta_{i}\right)=\Phi\left(\delta_{j}\right)$, it follows that $\Phi\left(\delta_{j}\right)$ is provable in $\mathcal{L}_{2}$.

The following theorem can be proved without difficulty by the interdefinability of the quantifiers $\forall$ and $\forall_{2}$ and so we omit its proof.

Theorem 5.17 (Soundness). Every provable formula in $\mathcal{L}_{2}$ is logically valid in $\mathcal{L}_{2}$.

Let us consider the map $\Psi: \mathcal{F} m\left(\mathcal{L}_{2}\right) \rightarrow \mathcal{F} m(\mathcal{L})$ defined recursively, using (I1), as follows. Let $\alpha \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$ :

- if $\alpha=P_{n}(t)$ with $t=x$ or $t=a_{n}$, then $\Psi(\alpha)=\alpha$;
- if $\alpha=\neg \beta$, then $\Psi(\alpha)=\neg \Psi(\beta)$;
- if $\alpha=\sigma_{i} \beta$, then $\Psi(\alpha)=\sigma_{i} \Psi(\beta)$;
- if $\alpha=\beta \circ \gamma$ with $\circ \in\{\wedge, \vee, \Rightarrow\}$, then $\Psi(\alpha)=\Psi(\beta) \circ \Psi(\gamma)$;
- if $\alpha=\forall_{2} x \beta$, then $\Psi(\alpha)=\forall x \Psi(\beta) \vee \neg \forall x\left(\neg \Psi(\beta) \vee \sigma_{2} \Psi(\beta)\right)$.

Proposition 5.18. Let $\alpha \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$ and $\beta \in \mathcal{F} m(\mathcal{L})$. Then,
(1) $\Phi \Psi(\alpha) \equiv{ }_{2} \alpha$;
(2) $\Psi \Phi(\beta) \equiv \beta$.

Proof. We prove this proposition by induction. Let $\alpha \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$ and $\beta \in$ $\mathcal{F} m(\mathcal{L})$.
(1) It is straightforward to prove that $\Phi \Psi(\alpha) \equiv_{2} \alpha$ when $\alpha=P_{n}(t)$ with $t=x$ or $t=a_{n}, \alpha=\neg \gamma, \alpha=\sigma_{i} \gamma$ with $i \in\{1,2,3\}$ or $\alpha=\gamma_{1} \circ \gamma_{2}$ with $\circ \in\{\wedge, \vee, \Rightarrow\}$. Now, suppose that $\alpha=\forall_{2} x \gamma$. Thus, $\Psi(\alpha)=\forall x \Psi(\gamma) \vee$ $\neg \forall x\left(\neg \Psi(\gamma) \vee \sigma_{2} \Psi(\gamma)\right)$. Then, we have that

$$
\begin{aligned}
\Phi \Psi(\alpha)=[ & \left.\forall_{2} x \sigma_{3} \Phi \Psi(\gamma) \wedge \forall_{2} x\left(\Phi \Psi(\gamma) \vee \neg \sigma_{3} \Phi \Psi(\gamma)\right)\right] \vee \\
& \vee \neg\left[\forall_{2} x \sigma_{3}\left(\neg \Phi \Psi(\gamma) \vee \sigma_{2} \Phi \Psi(\gamma)\right) \wedge\right. \\
& \left.\wedge \forall_{2} x\left[\left(\neg \Phi \Psi(\gamma) \vee \sigma_{2} \Phi \Psi(\gamma)\right) \vee \neg \sigma_{3}\left(\neg \Phi \Psi(\gamma) \vee \sigma_{2} \Phi \Psi(\gamma)\right)\right]\right] .
\end{aligned}
$$

By inductive hypothesis $\Phi \Psi(\gamma) \equiv_{2} \gamma$, then

$$
\begin{aligned}
\Phi \Psi(\alpha) \equiv_{2} & {\left[\forall_{2} x \sigma_{3} \gamma \wedge \forall_{2} x\left(\gamma \vee \neg \sigma_{3} \gamma\right)\right] \vee } \\
& \vee \neg\left[\forall_{2} x \sigma_{3}\left(\neg \gamma \vee \sigma_{2} \gamma\right) \wedge \forall_{2} x\left[\left(\neg \gamma \vee \sigma_{2} \gamma\right) \vee \neg \sigma_{3}\left(\neg \gamma \vee \sigma_{2} \gamma\right)\right]\right] .
\end{aligned}
$$

Notice that $\vdash_{\mathcal{L}_{2}} \sigma_{3}\left(\neg \gamma \vee \sigma_{2} \gamma\right)$, then $\left(\neg \gamma \vee \sigma_{2} \gamma\right) \vee \neg \sigma_{3}\left(\neg \gamma \vee \sigma_{2} \gamma\right) \equiv_{2}\left(\neg \gamma \vee \sigma_{2} \gamma\right)$. Hence, from (B20), we obtain

$$
\Phi \Psi(\alpha) \equiv_{2}\left[\forall_{2} x \sigma_{3} \gamma \wedge \forall_{2} x\left(\gamma \vee \neg \sigma_{3} \gamma\right)\right] \vee \neg \forall_{2} x\left(\neg \gamma \vee \sigma_{2} \gamma\right) \equiv_{2} \forall_{2} x \gamma \equiv_{2} \alpha
$$

(2) It is straightforward to prove that $\Psi \Phi(\beta) \equiv \beta$ when $\beta=P_{n}(t)$ with $t=x$ or $t=a_{n}, \beta=\neg \gamma, \beta=\sigma_{i} \gamma$ with $i \in\{1,2,3\}$ or $\beta=\gamma_{1} \circ \gamma_{2}$ with $\circ \in\{\wedge, \vee, \Rightarrow\}$. Now, we assume that $\beta=\forall x \gamma$. By definition of $\Phi$ we have $\Phi(\beta)=\forall_{2} x \sigma_{3} \Phi(\gamma) \wedge \forall_{2} x\left(\Phi(\gamma) \vee \neg \sigma_{3} \Phi(\gamma)\right)$. Then, by definition of $\Psi$, we obtain

$$
\begin{aligned}
\Psi \Phi(\beta)=[\forall & \left.x \sigma_{3} \Psi \Phi(\gamma) \vee \neg \forall x\left(\neg \sigma_{3} \Psi \Phi(\gamma) \vee \sigma_{2} \sigma_{3} \Psi \Phi(\gamma)\right)\right] \wedge \\
& \wedge\left[\forall x ( \Psi \Phi ( \gamma ) \vee \neg \sigma _ { 3 } \Psi \Phi ( \gamma ) ) \vee \neg \forall x \left[\neg\left(\Psi \Phi(\gamma) \vee \neg \sigma_{3} \Psi \Phi(\gamma)\right)\right.\right. \\
& \left.\left.\vee \sigma_{2}\left(\Psi \Phi(\gamma) \vee \neg \sigma_{3} \Psi \Phi(\gamma)\right)\right]\right] .
\end{aligned}
$$

By inductive hypothesis $\Psi \Phi(\gamma) \equiv \gamma$ and thus, we have

$$
\begin{aligned}
\Psi \Phi(\beta) \equiv[\forall & \left.x \sigma_{3} \gamma \vee \neg \forall x\left(\neg \sigma_{3} \gamma \vee \sigma_{3} \gamma\right)\right] \wedge \\
& \wedge\left[\forall x\left(\gamma \vee \neg \sigma_{3} \gamma\right) \vee \neg \forall x\left[\neg\left(\gamma \vee \neg \sigma_{3} \gamma\right) \vee\left(\sigma_{2} \gamma \vee \neg \sigma_{3} \gamma\right)\right]\right]
\end{aligned}
$$

and so

$$
\Psi \Phi(\beta) \equiv \forall x \sigma_{3} \gamma \wedge\left[\forall x\left(\gamma \vee \neg \sigma_{3} \gamma\right) \vee \neg \forall x\left(\neg \gamma \vee \sigma_{2} \gamma \vee \neg \sigma_{3} \gamma\right)\right]
$$

Then, by property (D4) of Proposition 5.8 and properties (E12) and (E14), we have $\Psi \Phi(\beta) \equiv \forall x \gamma$. Hence $\Psi \Phi(\beta) \equiv \beta$.

Proposition 5.19. Let $\alpha \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$. If $\alpha$ is logically valid in $\mathcal{L}_{2}$, then $\Psi(\alpha)$ is logically valid in $\mathcal{L}$.

Proof. Let $\alpha \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$. Assume that $\alpha$ is logically valid in $\mathcal{L}_{2}$. Let $M=$ $\langle A, \forall, v, h\rangle$ be an interpretation of $\mathcal{L}$. We need to prove that $M \Vdash \Psi(\alpha)$. We define the interpretation $M^{*}=\left\langle A, \forall_{2}, v^{*}, h\right\rangle$ of $\mathcal{L}_{2}$ where $\forall_{2}$ is the 2/3universal quantifier defined by $\forall$ as in (I1) on page 21 and $v^{*}:=v$. Note that $\widehat{v}: \mathcal{F} m(\mathcal{L}) \rightarrow A$ and $\widehat{v^{*}}: \mathcal{F} m\left(\mathcal{L}_{2}\right) \rightarrow A$. Now, we show that $(\widehat{v} \circ \Psi)(\beta)=\widehat{v^{*}}(\beta)$ for all $\beta \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$. We proceed by induction.

- If $\beta=P_{n}(x)$, then $(\widehat{v} \circ \Psi)\left(P_{n}(x)\right)=\widehat{v}\left(\Psi\left(P_{n}(x)\right)\right)=\widehat{v}\left(P_{n}(x)\right)=v\left(P_{n}\right)=$ $v^{*}\left(P_{n}\right)=\widehat{v^{*}}\left(P_{n}(x)\right)$;
- if $\beta=P_{n}\left(a_{m}\right)$, then $(\widehat{v} \circ \Psi)\left(P_{n}\left(a_{m}\right)\right)=\widehat{v}\left(\Psi\left(P_{n}\left(a_{m}\right)\right)\right)=\widehat{v}\left(P_{n}\left(a_{m}\right)\right)=$ $h\left(a_{m}\right)\left(v\left(P_{n}\right)\right)=h\left(a_{m}\right)\left(v^{*}\left(P_{n}\right)\right)=\widehat{v^{*}}\left(P_{n}\left(a_{m}\right)\right)$;
- if $\beta=\neg \gamma$, then $(\widehat{v} \circ \Psi)(\neg \gamma)=\widehat{v}(\Psi(\neg \gamma))=\neg \widehat{v}(\Psi(\gamma))=\neg \widehat{v^{*}}(\gamma)=$ $\widehat{v^{*}}(\neg \gamma)$;
- if $\beta=\sigma_{i} \gamma$ with $i \in\{1,2,3\}$, then $(\widehat{v} \circ \Psi)\left(\sigma_{i} \gamma\right)=\widehat{v}\left(\Psi\left(\sigma_{i} \gamma\right)\right)=\sigma_{i} \widehat{v}(\Psi(\gamma))$ $=\sigma_{i} \widehat{v^{*}}(\gamma)=\widehat{v^{*}}\left(\sigma_{i} \gamma\right)$;
- if $\beta=\gamma_{1} * \gamma_{2}$ with $* \in\{\wedge, \vee, \Rightarrow\}$, then $(\widehat{v} \circ \Psi)\left(\gamma_{1} * \gamma_{2}\right)=\widehat{v}\left(\Psi\left(\gamma_{1} * \gamma_{2}\right)\right)=$ $\widehat{v}\left(\Psi\left(\gamma_{1}\right)\right) * \widehat{v}\left(\Psi\left(\gamma_{2}\right)\right)=\widehat{v^{*}}\left(\gamma_{1}\right) * \widehat{v^{*}}\left(\gamma_{2}\right)=\widehat{v^{*}}\left(\gamma_{1} * \gamma_{2}\right)$;
- if $\beta=\forall_{2} x \gamma$, then $(\widehat{v} \circ \Psi)\left(\forall_{2} x \gamma\right)=\widehat{v}\left(\forall x \Psi(\gamma) \vee \neg \forall x\left(\neg \Psi(\gamma) \vee \sigma_{2} \Psi(\gamma)\right)\right)=$ $\forall \widehat{v} \Psi(\gamma) \vee \neg \forall\left(\neg \widehat{v} \Psi(\gamma) \vee \sigma_{2} \widehat{v} \Psi(\gamma)\right)=\forall_{2} \widehat{v} \Psi(\gamma)=\forall_{2} \widehat{v^{*}}(\gamma)=\widehat{v^{*}}\left(\forall_{2} x \gamma\right)$.
Now, since $\alpha$ is logically valid in $\mathcal{L}_{2}$, we have $\widehat{v^{*}}(\alpha)=1$. Then $1=\widehat{v^{*}}(\alpha)=$ $(\widehat{v} \circ \Psi)(\alpha)=\widehat{v}(\Psi(\alpha))$. Therefore, $\Psi(\alpha)$ is logically valid in $\mathcal{L}$.

Theorem 5.20 (Completeness). Let $\alpha$ be a formula of $\mathcal{L}_{2}$. Then, $\alpha$ is logically valid if and only if $\alpha$ is provable in $\mathcal{L}_{2}$.

Proof. Let $\alpha \in \mathcal{F} m\left(\mathcal{L}_{2}\right)$ be logically valid. So, by the previous proposition, $\Psi(\alpha)$ is logically valid in $\mathcal{L}$. Then, by Theorem 5.14 , we have that $\Psi(\alpha)$ is provable in $\mathcal{L}$. Now, by Proposition 5.16, we have that $\Phi \Psi(\alpha)$ is provable in $\mathcal{L}_{2}$ and, from Proposition 5.18 we have $\Phi \Psi(\alpha) \equiv_{2} \alpha$. Therefore $\alpha$ is provable in $\mathcal{L}_{2}$.
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