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Abstract. A ∆1-completion of a poset is a completion for which, simulta-
neously, every element is reachable as a join of meets and a meet of joins from
the original poset. We focus our attention on ∆1-completions that can be ob-
tained from polarities �F , I, R� where F is a collection of upsets containing the
principal upsets, I is a collection of downsets containing the principal downsets
of the original poset, and R ⊆ F × I is the relation of nonempty intersection.
These ∆1-completions are called �F , I�-completions, and they satisfy a compact-
ness property. In this paper, we show that if a pair �F , I� satisfies a separating
condition (similar to the Prime Filter Theorem for distributive lattices), then the
�F , I�-completion of the original poset is a completely distributive algebraic lat-
tice. Given a poset P and an algebraic closure system F of upsets of P satisfying
a distributivity condition, we show how to choose a collection of downsets I of P
such that the �F , I�-completion of P is a completely distributive algebraic lat-
tice. Then, we study the extensions of additional operations on posets to their
corresponding �F , I�-completions. Finally, we use the previous results to obtain
adequate �F , I�-completions for the classes of Tarski algebras and Hilbert alge-
bras, and for the classes of algebras that are canonically associated (in the sense
of abstract algebraic logic) with some propositional logics.

1. Introduction

The problem of how to obtain a completion of a partially ordered set,
that is, how to embedding a partially ordered set in a complete lattice was
probably first addressed by MacNeille [31]. Then, other completions for
ordered algebraic structures richer than partially ordered sets were devel-
oped. For instance, the canonical extension for Boolean algebras with oper-
ators [29,30], and the canonical extension for bounded (distributive) lattices
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with additional operations [18,21–23]. The notion of canonical extension for
bounded lattices was generalised to partially ordered sets by Dunn et al. [12].
Dunn et al. [12] show how to extended n-ary operations on partially ordered
sets to their canonical extensions, and they used this to prove a relational
completeness of some substructural logics.

However, not every completion of a partially ordered set is adequate. For
instance, the MacNeille completion preserves existing finite meets and joins,
but it does not have good algebraic preservation properties, e.g., it does not
preserve homomorphisms, and it does not necessarily retain the distributiv-
ity condition when is applied to distributive lattices. The theory of canonical
extensions for partially ordered sets due to Dunn et al. [12] was employed to
obtain some complete relational semantics for several substructural logics,
but it is not appropriated, for instance, for obtaining an adequate comple-
tion for Hilbert algebras as was shown in [13, Example B.16]. Gehrke et al.
[19] introduced a new and general concept of canonical extension for alge-
bras corresponding to the algebraic counterpart of a finitary congruential
logic. This completion, called S-canonical extension, can be developed as
a logical construct rather than just as a purely order-theoretical construct.
Then, Gehrke et al. [19] obtained the IPC-canonical extension for Hilbert
algebras, which correspond to the algebraic counterpart of the intuitionistic
propositional calculus (IPC), proving that the IPC-canonical extension of a
Hilbert algebra is a complete Heyting algebra.

A ∆1-completion of a poset is a completion for which, simultaneously,
each element is reachable as a join of meets of elements from the original
poset and as a meet of joins of elements from the original poset. In par-
ticular, ∆1-completions include the MacNeille completion and the canonical
extension of a poset. Gehrke et al. [20] studied in detailed ∆1-completions for
posets. The main result in [20] is a full classification of the ∆1-completions
of a poset P in terms of certain polarities �F ,I, R� where F is a collection
of upsets of P , I is a collection of downsets of P , and R is a relation from F
into I satisfying several properties. Gehrke et al. [20] show that for each
polarity �F ,I, R�, there is (up to isomorphism) a unique completion of P ,
called the �F ,I�-completion of P , which satisfies a compactness property
and a density property.

In this paper, we study �F ,I�-completions that are completely distribu-
tive algebraic lattices. We prove that under a certain natural condition on
a polarity �F ,I, R�, the �F ,I�-completion is a completely distributive alge-
braic lattice (Section 3). It is worth mentioning the article [34], where the
author study some completions through polarities satisfying certain condi-
tions. Then, given a poset P and an algebraic closure system of upsets F
of P containing the principal upsets and satisfying a distributivity condition,
we show how to choose a collection of downsets I of P such that the �F ,I�-
completion of P is a completely distributive algebraic lattice. This allows us
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to show that the canonical extension ([12]) of a distributive meet-semilattice
is a completely distributive algebraic lattice (Section 4). In Section 5, we
study the extensions of additional operations defined on posets to their cor-
responding �F ,I�-completions. Finally, in Section 6, we apply the results
of the previous sections to obtain appropriated �F ,I�-completions for sev-
eral ordered algebraic structures associated with some propositional logics.
We obtain completions for Tarski algebras, for Hilbert algebras, and for the
algebras that are canonically associated (in the sense of abstract algebraic
logic) with some finitary congruential logics.

2. Preliminaries

In this section, we review the main results about ∆1-completions, and
we establish several properties needed for what follows. The definitions and
results on ∆1-completions can be found in [20]. The main references for
Order and Lattice theory are [9,27].

Let X be a set. Let P(X) be the power set of X . For A ⊆ X , we denote
the complement of A with respect to X by Ac. By A ⊆ω X we mean that
A is a (possibly empty) finite subset of X .

Let P be a poset. A subset F ⊆ P is said to be an upset of P if for
every x ∈ F and y ∈ P we have that x ≤ y implies y ∈ F . For x ∈ P , the
principal upset of x is the set ↑x = {y ∈ P : x ≤ y}. We denote by Up(P )
the collection of all upsets of P . Dually, we have the notion of downset, and
the principal downset of x ∈ P , ↓x = {y ∈ P : y ≤ x}. Notice that for every
poset P , �Up(P ),∩,∪, ∅, P � is a completely distributive algebraic lattice.

Let P be a poset. A subset U ⊆ P is said to be up-directed if for all
a, b ∈ U , there is c ∈ U such that a, b ≤ c.

A map h : P → Q from a poset P into a poset Q is said to be an order

embedding if for all a, b ∈ P , a ≤P b ⇐⇒ e(a) ≤Q e(b). As usual, we drop
the subscript when confusion is unlikely.

Let �L,∧,∨� be a lattice. A nonempty subset F of L is said to be a filter

of L if it is an upset, and if a, b ∈ F , then a ∧ b ∈ F . Dually, we have the
notion of ideal. Let us denote the collection of filters of L by Fi(L), and the
lattice of ideals of L by Id(L). For every nonempty X ⊆ L, FigL(X) denotes
the filter of L generated by X , and IdgL(X) denotes the ideal of L generated
by X .

A complete lattice L is said to be a completion of P if there is an order
embedding e : P → L. We also say that �L, e� is a completion of P . For
every u ∈ L, we consider the following sets:

↑Pu :=
{

a ∈ P : u ≤ e(a)
}

and ↓Pu :=
{

a ∈ P : e(a) ≤ u
}

.
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2.1. ∆1-completions based on standard ∆1-polarities. Let P
be a poset. A collection F of upsets of P is called standard provided that
{↑a : a ∈ P} ⊆ F . Dually, a collection I of downsets of P is called standard

if {↓a : a ∈ P} ⊆ I . For every standard collection of upsets F and every
standard collection of downsets I , we consider the polarity �F ,I, R� where
R ⊆ F × I is defined as follows: for every F ∈ F and I ∈ I ,

FRI ⇐⇒ F ∩ I �= ∅.

For short, we will say that �F ,I� is a standard ∆1-polarity over P when F is
a standard collection of upsets of P , I is a standard collection of downsets P ,
and R is defined just before.

Let P be a poset and �F ,I� a standard ∆1-polarity over P . Then, the
polarity �F ,I, R� gives rise to the following Galois connection (ΦR,ΨR):
given by

ΦR : P(F) → P(I), X �→ ΦR(X) =
{

I ∈ I : (∀F ∈ F)(F ∈ X ⇒ FRI)
}

,

ΨR : P(I) → P(F), Y �→ ΨR(Y ) =
{

F ∈ F : (∀I ∈ I)(I ∈ Y ⇒ FRI)
}

.

The Galois closed subsets of F and I are, respectively,

G(F) =
{

X ∈ P(F) : (ΨR ◦ ΦR)(X) = X
}

=
{

Ψ(Y ) : Y ∈ P(I)
}

,

Gd(I) =
{

Y ∈ P(I) : (ΦR ◦ΨR)(Y ) = Y
}

=
{

Φ(X) : X ∈ P(F)
}

.

The Galois closed subsets of F form a closure system. Thus, �G(F),⊆�
is a complete lattice. The map eP : P → G(F) defined as follows: eP (a) =
{F ∈ F : a ∈ F} is an order embedding. Hence �G(F), eP � is a completion
of P .

Let P be a poset and let �F ,I� be a standard ∆1-polarity over P . Let
�L, e� be a completion of P . We consider the following sets:

• KF (L) := {x ∈ L : x =
∧

e[F ] for some F ∈ F};
• OI(L) := {y ∈ L : y =

∨

e[I] for some I ∈ I}.
We drop the subscript when confusion is unlikely. The elements of the

set KF (L) are called F -closed (or simply closed), and the elements of OI(L)
are called I-open (or simply open).

Definition 2.1 [20]. Let P be a poset and let �F ,I� be a standard ∆1-
polarity of P . A completion �L, e� of P is said to be �F ,I�-compact provide
the following condition holds:

(C) for every F ∈ F and I ∈ I , if
∧

e[F ] ≤
∨

e[I], then F ∩ I �= ∅.
A completion �L, e� of P is said to be �F ,I�-dense provide the following

condition holds:
(D) for each u∈L, u =

∧

{y∈O(L) : u ≤ y} and u =
∨

{x ∈ K(L) : x ≤ u}.
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We will refer to condition (C) as the �F ,I�-compactness of L, and con-
dition (D) as the �F ,I�-density of L.

Definition 2.2 [20, Definition 5.9]. Let P be a poset and let �F ,I� be
a standard ∆1-polarity of P . We say that a completion �L, e� of P is an
�F ,I�-completion if it is �F ,I�-compact and �F ,I�-dense.

Theorem 2.3 [20, Theorem 5.10]. Let P be a poset and �F ,I� a stan-

dard ∆1-polarity. Then, the completion �G(F), eP � is, up to isomorphism,
the unique �F ,I�-completion of P .

For what follows, we need to introduce some concepts. Let X be a
nonempty set. Given a collection F of subsets of X , we denote by CF (X)
the closure system on X generated by F , and CF denotes the closure oper-
ator associated with CF (X). That is, for every A ⊆ X ,

CF (X) =
{

⋂

F0 : F0 ⊆ F
}

and CF (A) =
⋂

{

F ∈ F : A ⊆ F
}

.

Let C and C ′ be two closure operators on the same set X . We define
C ≤ C ′ as follows: C ≤ C ′ if and only if C(A) ⊆ C ′(A) for all A ⊆ X . If
C ≤ C ′, then the closure operator C ′ is said to be stronger than C.

Recall that a closure operator C on a set X is said to be finitary if for all
A ⊆ X , C(A) =

⋃

{C(B) : B ⊆ω A}. A closure system C on X is said to be
algebraic if it is closed under unions of chains. Let C be a closure operator
and let C be the closure system associated with C. Then, C is finitary if
and only if C is algebraic.

A finitary closure operator can be naturally associated with every closure
operator. In other words, for each closure operator C there exists a finitary
closure operator C f , which is the strongest of all finitary closure operators
C ′ such that C ′ ≤ C. More precisely,

Proposition 2.4. Let X be a nonempty subset and let C : P(X) →
P(X) be a closure operator on X . Then, the operator C f : P(X) → P(X)
defined by C f(A) =

⋃

{C(A0) : A0 ⊆ω A} for every A ∈ P(X) satisfy the fol-

lowing :
(1) C f(A) = C(A) for all A ⊆ω X ;
(2) C = C f if and only if C is finitary ;
(3) C f is a finitary closure operator on X and C f ≤ C;
(4) C f is the strongest of all finitary closure operators C ′ on X such that

C ′ ≤ C.

The operator C f is called the finitary companion of C. We denote by
Cf(X) the closure system associated with C f .

Thus, given a collection F of subsets of a set X , C f
F is the finitary com-

panion of CF , and its associated closure system is denoted by Cf
F (X). Notice
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that if F is a closure system, then CF (X) = F , and if F is a finitary closure
system, we have Cf

F (X) = CF (X) = F .

Remark 2.5. Let P be a poset and F a standard collection of upsets
of P . Then, we have CF (P ) ⊆ Cf

F (P ) ⊆ Up(P ), and C f
F (a) = CF (a) = ↑a, for

all a ∈ P . Dually, we have similar facts for standard collections of downsets
of P .

2.2. Some properties of �F, I�-completions. Let P be a poset
and �L, e� an �F ,I�-completion of P . If we consider F and I ordered by in-
clusion, then by [20, Proposition 5.4] is straightforward to show that K(L)
is dually order isomorphic to F , and O(L) is order isomorphic to I by the
following maps:

∧

: F ⇄ K(L) : ↑P (.)
F �→

∧

e[F ]
↑Px←� x

∨

: I ⇄ O(L) : ↓P (.)
I �→

∨

e[I]
↓Py ←� y

Since {↑a : a ∈ P} ⊆ F and {↓a : a ∈ P} ⊆ I , it follows that e[P ] ⊆ K(L)
∩ O(L).

Proposition 2.6. Let P be a poset and �L, e� an �F ,I�-completion
of P . Then, the order embedding e satisfies the following conditions: for

every A ⊆ P and b ∈ P ,
(1) b ∈ CF (A) if and only if e(b) ∈ ↑(

∧

e[A]);
(2) b ∈ CI(A) if and only if e(b) ∈ ↓(

∨

e[A]);
(3) b ∈ C f

F(A) if and only if e(b) ∈ FigL(e[A]);
(4) b ∈ C f

I(A) if and only if e(b) ∈ IdgL(e[A]).

Proof. Let A ⊆ P and b ∈ P .
(1) Taking into account that F is dually order isomorphic to K(L), and

from the �F ,I�-density, we have that

b ∈ CF (A) ⇐⇒ (∀x ∈ K(L))(A ⊆ ↑Px =⇒ b ∈ ↑Px)

⇐⇒ (∀x ∈ K(L))
(

x ≤
∧

e[A] =⇒ x ≤ e(b)
)

⇐⇒
∧

e[A] ≤ e(b) ⇐⇒ e(b) ∈ ↑
(

∧

e[A]
)

.

(2) It can be proved by a dual argument to (1).
(3) Assume that b ∈ C f

F(A). By definition of C f
F , there exists A0 ⊆ω A

such that b ∈ CF (A0). Then, by (1), we have
∧

e[A0] ≤ e(b). Hence e(b)
∈ FigL(e[A]). Now assume that e(b) ∈ FigL(e[A]). So, there exists A0 ⊆ω A
such that

∧

e[A0] ≤ e(b). Then, by (1), b ∈ CF (A0). Thus b ∈ C f
F(A).

(4) It can be proved by a dual argument to (3). �
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Remark 2.7. Let P be a poset and �L, e� an �F ,I�-completion of P .
Let b ∈ P . If b ∈ CF (∅), then b is the greatest element of P , and b ∈ F for
all F ∈ F . Thus e(b) is the greatest element of L. But, in general, the order
embedding e not necessarily preserves the greatest element of P , when it
exists.

Corollary 2.8. Let P be a poset and �L, e� an �F ,I�-completion of P .
Then, conditions (3) and (4) of Proposition 2.6 are equivalent to the follow-

ing conditions, respectively :
(3′) e−1[F ] ∈ Cf

F (P ) for all F ∈ Fi(L);

(4′) e−1[I] ∈ Cf
I(P ) for all I ∈ Id(L).

Proposition 2.9. Let P be a poset and �L, e� an �F ,I�-completion

of P . Then, for every A ⊆ P ,

∧

e[A] =
∧

e[C f
F(A)] =

∧

e[CF (A)]

and

∨

e[A] =
∨

e[C f
I(A)] =

∨

e[CI(A)].

Proof. Let us prove that
∧

e[A] is the infimum of e[C f
F(A)]. Let

b ∈ C f
F (A). So, there is A0 ⊆ω A such that b ∈ CF (A0). Then, by Propo-

sition 2.6,
∧

e[A0] ≤ e(b), and thus we obtain that
∧

e[A] ≤
∧

e[A0] ≤ e(b).
Hence

∧

e[A] is a lower bound of e[C f
F(A)]. Let u ∈ L be such that u ≤ e(b)

for all b ∈ C f
F (A). So, in particular, u ≤ e(a) for all a ∈ A. Then u ≤

∧

e[A].

Hence
∧

e[A] =
∧

e[C f
F(A)]. With a similar argument it can be proved that

∧

e[A] is the infimum of e[CF (A)]. The second set of equalities are proved
by a dual argumentation. �

Corollary 2.10. Let P be a poset and �L,e� an �F ,I�-completion of P .
If F is a closure system, then K(L) is closed under arbitrary meets. Dually,
if I is a closure system, then O(L) is closed under arbitrary joins.

Proof. Let X ⊆ K(L). By Proposition 2.9, we obtain that

∧

X =
∧

x∈X

(

∧

e[↑Px]
)

=
∧

(

⋃

{e[↑Px] : x ∈ X}
)

=
∧

(

e
[

⋃

{↑Px : x ∈ X}
])

=
∧

e
[

CF

(

⋃

{↑Px : x ∈ X}
)]

.

Hence, since F is a closure system,
∧

X ∈ K(L). �
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3. �F, I�-completions through separating collections

Throughout this section, P will be a poset and �F ,I� will be a standard
∆1-polarity of P . We consider the following set:

Ω�F ,I�(P ) :=
{

F ∈ F : F c ∈ I
}

.

For brevity, and when there is not danger of confusion, we sometimes omit
the subscripts. Let us consider the following property:

(P)

{

For every F ∈ F and every I ∈ I , if F ∩ I = ∅, then
there exists H ∈ Ω(P ) such that F ⊆ H andH ∩ I = ∅.

Property (P) is a generalisation of the Prime Filter Theorem of several or-
dered algebraic structures; for instance, of the Prime Filter Theorem for
Boolean algebras and distributive lattices. Now, we show that a standard
∆1-polarity satisfying property (P) separates points.

Lemma 3.1. Let P be a poset and �F ,I� a standard ∆1-polarity satis-
fying property (P). If a, b ∈ P such that a � b, then there is H ∈ Ω(P ) such
that a ∈ H and b �∈ H .

Proof. It follows straightforward by property (P), and from the fact
that F and I are standard collections of upsets and downsets, respectively.
�

Considering the poset �Ω(P ),⊆�, we define the map α : P → Up(Ω(P ))
as follows:

α(a) =
{

H ∈ Ω(P ) : a ∈ H
}

.

It is clear that α is well defined, and since F ⊆ Up(P ), it follows that α is
order preserving.

Theorem 3.2. Let P be a poset and let �F ,I� be a standard ∆1-polarity
of P such that satisfies property (P). Then �Up(Ω(P )), α� is, up to isomor-
phism, the �F ,I�-completion of P .

Proof. From the previous lemma, it is straightforward to check that α
is an order embedding, and thus �Up(Ω(P )), α� is a completion of P .

First we show that �Up(Ω(P )), α� is an �F ,I�-compact completion of P .
Let F ∈ F and I ∈ I be such that

⋂

α[F ] ⊆
⋃

α[I]. We need to show that
F ∩ I �= ∅. Suppose, towards a contradiction, that F ∩ I = ∅. By property
(P), there is H ∈ Ω(P ) such that F ⊆ H and H ∩ I = ∅. Then H ∈

⋂

α[F ]
and H �∈

⋃

α[I], which is a contradiction. Hence F ∩ I �= ∅, and therefore
Up(Ω(P )) is an �F ,I�-compact completion of P .

Now we prove that �Up(Ω(P )), α� is an �F ,I�-dense completion of P .
Let U ∈ Up(Ω(P )). We need to prove that:
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(1) U =
⋂

{
⋃

α[I] : I ∈ I, U ⊆
⋃

α[I]} and
(2) U =

⋃

{
⋂

α[F ] : F ∈ F ,
⋂

α[F ] ⊆ U}.
(1) It is clear that U ⊆

⋂

{
⋃

α[I] : I ∈ I, U ⊆
⋃

α[I]}. Let H ∈ Ω(P )
be such that H ∈

⋃

α[I] for all I ∈ I such that U ⊆
⋃

α[I]. Suppose that
H �∈ U . Since U is an upset of Ω(P ), it follows that for every G ∈ U there
exists aG ∈ G \H . Let I := Hc. So, I ∈ I . It follows straightforward that
U ⊆

⋃

α[I] and H �∈
⋃

α[I], a contradiction. Hence H ∈ U . Therefore, (1)
holds.

(2) It is clear that
⋃

{
⋂

α[F ] : F ∈ F ,
⋂

α[F ] ⊆ U} ⊆ U . Let H ∈ U . So
H ∈ Ω(P ) ⊆ F . Since U is an upset, it follows that H ∈

⋂

α[H] ⊆ U . Then
H ∈

⋃

{
⋂

α[F ] : F ∈ F ,
⋂

α[F ] ⊆ U}, and hence (2) holds. �

Corollary 3.3. Let P be a poset. If �F ,I� is a standard ∆1-polarity

of P satisfying property (P), then the �F ,I�-completion of P is a completely

distributive algebraic lattice.

For every poset P , we can always choose a standard ∆1-polarity �F ,I�
satisfying property (P). Indeed, let F be the collection of all upsets of P
and I the collection of all downsets of P . So, it is obvious that �F ,I� is
a standard ∆1-polarity. Notice that Ω(P ) = {F ∈ F : F c ∈ I} = F . Thus,
the standard ∆1-polarity �F ,I� satisfies trivially property (P). Hence, by
Theorem 3.2, we obtain that �Up(F), α� is the �F ,I�-completion of P . Then,
we have shown the following proposition.

Proposition 3.4. Every poset P has an �F ,I�-completion, for some

�F ,I� standard ∆1-polarity, being a completely distributive algebraic lattice.

Example 3.5. Consider the poset P in Fig. 1. Let Fu be the collec-
tion of all upsets and Id the collection of all downsets of P . We know that
�Fu,Id� is a standard ∆1-polarity satisfying property (P). Thus, we have
that �Up (Fu) , α� is the �Fu,Id�-completion of P . The lattice L := Up (Fu)
is depicted in Fig. 1. Recall that α[P ] ⊆ KFu

(L) ∩ OId
(L). Hence, the Fu-

closed elements of L are the elements of α[P ] and the nodes with a square,
and the Id-open elements of L are the elements of α[P ] and the nodes with a
circle. Then, it is straightforward to check that the completion L is �Fu,Id�-
compact and �Fu,Id�-dense.

4. �F, I�-completions for F-distributive posets

Given a poset P and a standard algebraic closure system F of upsets
of P satisfying a distributivity condition, we show how to choose a stan-
dard collection I of downsets of P such that the �F ,I�-completion of P is
a completely distributive algebraic lattice.
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0

a b

c d

P

α(0)

α(b)

α(a)

α(d)

α(c)

L = Up(Fu)

Fig. 1: The poset P and its �Fu, Id�-completion

Remark 4.1. In [13] Esteban studied finitary closure operators C on
posets P that satisfy the following conditions

(4.1)
{

A ⊆ P : C(A) = A
}

⊆ Up(P ) and C(a) = ↑a for all a ∈ P.

As was noted in Remark 2.5, given a poset P and a standard collection of up-
sets F of P , the finitary closure operator C f

F satisfies Esteban’s conditions.
In this section, we continue studying finitary closure operators satisfying
(4.1), and their associated algebraic closure systems. We refer the reader
to [13, Sections 2.1, 2.2], where some of the concepts considered here are
studied in a uniform and general way.

Throughout this section, unless otherwise stated, P will be a poset and
F will be a standard algebraic closure system of upsets of P . Recall that CF

denotes the closure operator associated with F , and since F is algebraic, we
have that CF is finitary. Thus, CF satisfies the conditions in (4.1). More-
over, notice that F is a (complete) lattice where F1 ∩ F2 is the meet of F1

and F2, and the join operation ∨ is given by F1 ∨ F2 = CF (F1 ∪ F2), for all
F1, F2 ∈ F .

We denote by Fpr the collection of all meet-prime (prime for short) ele-
ments of the lattice F , and Firr denotes the collection of all meet-irreducible
(irreducible for short) elements of the lattice F .

Proposition 4.2. For every F ∈ F , F is prime if and only if F c is a

nonempty up-directed downset of P .

Proof. It follows straightforwardly. �
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Proposition 4.3 [13, Lemma 2.1.1]. For every F ∈ F and every non-

empty up-directed downset I ⊆ P , if F ∩ I = ∅, then there exists H ∈ Firr

such that F ⊆ H and H ∩ I = ∅.

Proposition 4.4. The lattice F is distributive if and only if Fpr = Firr.

Proof. It is known that in all distributive lattices the collections of
all meet-irreducible and meet-prime elements coincide. Conversely, as-
sume now that Fpr = Firr. Let X1,X2,X3∈F . We need to show that
X1 ∩ (X2∨X3) ⊆ (X1 ∩X2) ∨ (X1 ∩X3). Suppose towards a contradiction
that the previous inclusion does not hold. So, there is a ∈ X1 ∩ (X2 ∨X3)
such that a �∈ (X1 ∩X2) ∨ (X1 ∩X3). By Proposition 4.3, there exists
Y ∈ Firr such that (X1∩X2)∨ (X1∩X3) ⊆ Y and a �∈ Y . Then X1∩X2 ⊆ Y
and X1 ∩X3 ⊆ Y . Since Y ∈ Firr = Fpr, it follows that

(X1 ⊆ Y or X2 ⊆ Y ) and (X1 ⊆ Y or X3 ⊆ Y ).

As a ∈ X1 and a �∈ Y , we obtain that X2 ⊆ Y and X3 ⊆ Y . Hence X2 ∨X3

⊆ Y . This implies that a ∈ Y , which is a contradiction. This completes the
proof. �

Definition 4.5. We say that a poset P is F -distributive if F is a stan-
dard algebraic closure system of upsets of P such that the lattice �F ,∩,∨�
is distributive.

Corollary 4.6. Let P be an F -distributive poset. For every F ∈ F and

every nonempty up-directed downset I ⊆ P , if F ∩ I = ∅, then there exists

H ∈ Fpr such that F ⊆ H and H ∩ I = ∅.

The next three propositions are some technical results needed for what
follows. The proofs of the following two propositions are straightforward,
and thus they are omitted.

Proposition 4.7. Let A ⊆ P and x ∈ P . If CF (x) = CF (A), then x =
∧

A1.

Proposition 4.8. The following conditions are equivalent :
(1) every F ∈ F is closed under existing (finite) meets;
(2) for every A ⊆ P (A ⊆ω P ) and x ∈ P , x =

∧

A implies CF (x) =
CF (A).

Now we establish (in a general setting) a characterization of the distribu-
tivity of the lattice of closed subsets of a finitary closure operator.

1For every A ⊆ P , x =
∧

A means that the infimum of A in P exists and equals x. Moreover,
if A = ∅, then x is the greatest element of P .
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Proposition 4.9. Let X be a nonempty set and let C be a finitary clo-

sure operator on X . Let C be the closure system associated with C. Then,
the lattice C is distributive if and only if the following condition holds:

(E)

{

for every A ⊆ω X and every x ∈ X , if x ∈ C(A), then
there exists B ⊆ω

⋃

a∈A
C(a) such that C(x) = C(B).

Proof. Assume that the lattice C is distributive. Let A ⊆ω X and
x ∈ X be such that x ∈ C(A). So, by distributivity of C we have that

C(x) = C(x) ∩ C(A) = C(x) ∩

(

∨

a∈A

C(a)

)

=
∨

a∈A

(C(x) ∩ C(a)).

Then x ∈
∨

a∈A(C(x)∩C(a)) = C
(
⋃

a∈A(C(x)∩C(a))
)

. Since C is finitary,
it follows that there exists B ⊆ω

⋃

a∈A(C(x) ∩ C(a)) such that x ∈ C(B).
Thus C(x) ⊆ C(B). Moreover, notice that B ⊆ C(x). Hence C(x) = C(B).
Since B ⊆ω C(x) ∩ (

⋃

a∈A C(a)), we obtain that B ⊆ω

⋃

a∈A C(a). There-
fore, condition (E) holds.

Now assume that condition (E) holds. Let A1,A2,A3 ∈ C. We need only
prove that A1 ∩ (A2 ∨A3) ⊆ (A1 ∩A2)∨ (A1 ∩A3). Let x ∈ A1 ∩ (A2 ∨ A3).
So x ∈ A1 and x ∈ A2 ∨ A3. Since C is finitary, it follows that there is
B ⊆ω A2 ∪A3 such that x ∈ C(B). By (E), there exists A ⊆ω

⋃

b∈B C(b)
such that C(x) = C(A). As x ∈ A1 ∈ C, we have A ⊆ C(A) ⊆ A1. Given
that B ⊆ω A2 ∪ A3, we have

⋃

b∈B C(b) ⊆ A2 ∪A3. Thus, we obtain that
A ⊆ A2 ∪A3. Then, A ⊆ A1 ∩ (A2 ∪A3) = (A1 ∩A2)∪ (A1 ∩A3), and hence
C(A) ⊆ (A1 ∩A2) ∨ (A1 ∩A3). Thus, x ∈ (A1 ∩A2) ∨ (A1 ∩A3). Therefore
C is distributive. �

The following corollary is a consequence of Propositions 4.9 and 4.7.

Corollary 4.10. Let P be an F -distributive poset. For every A ⊆ω P
and every x ∈ P , if x ∈ CF (A), then there exists B ⊆ω

⋃

a∈A CF (a) such

that x =
∧

B.

The following result tells us which standard collection of downsets I we
have to choose for an F -distributive poset so that the corresponding �F ,I�-
completion be a completely distributive algebraic lattice.

Theorem 4.11. Let P be an F -distributive poset and let Iu be the

collection of all nonempty up-directed downsets of P . Then, the �F ,Iu�-
completion of P is Up(Fpr(P )) (up to isomorphism), and thus it is a com-

pletely distributive algebraic lattice.

Proof. Firstly, it is clear that �F ,Iu� is a standard ∆1-polarity of P .
By Proposition 4.2, we have Ω�F ,Iu�(P ) = Fpr. Then, by Corollary 4.6, we
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obtain that the ∆1-polarity �F ,Iu� satisfies property (P). Hence, by Theo-
rem 3.2, Up(Fpr) is the �F ,Iu�-completion of P . �

Now we will show that for an F -distributive poset P is possible to choose
another standard collection of downsets I such that the �F ,I�-completion
of P is a completely distributive algebraic lattice.

Definition 4.12 [13, Definition 2.1.4]. Let P be a poset and F a stan-
dard algebraic closure system of upsets of P . A downset I of P is said to be
F -strong when for all A ⊆ω I and all B ⊆ω P ,

⋂

a∈A

CF (a) ⊆ CF (B) implies CF (B) ∩ I �= ∅.

Let us denote by Is the collection of all F -strong subsets of P .

Proposition 4.13. If I is an F -strong downset of P , then the follow-
ing condition holds: for any A ⊆ω I and any x ∈ P ,

⋂

a∈A

CF (a) ⊆ CF (x) implies x ∈ I.

Proof. Assume that I is an F -strong downset of P , and let A ⊆ω I
and x ∈ P be such that

⋂

a∈A CF (a) ⊆ CF (x). Since I is an F -strong, it
follows that CF (x)∩ I �= ∅. Thus, there is b ∈ CF (x) = ↑x and b ∈ I . Then,
since I is a downset, we have that x ∈ I . �

In [13] the subsets I of P that satisfies the condition of the previous
proposition are called dual closed sets of CF (see [13, Definition 2.1.3]).

Notice that the principal downsets ↓a of P are F -strong. Hence, �F ,Is�
is a standard ∆1-polarity of P .

Definition 4.14 [13, Definition 2.1.6]. Let P be a poset and F a stan-
dard algebraic closure system of upsets of P . An element F ∈ F is called a
strong F -optimal if there exists an F -strong downset I of P such that F is
a maximal element of the collection {G ∈ F : G∩ I = ∅} and I is a maximal
element of the collection {J ∈ Is : F ∩ J = ∅}. Let us denote by OptsF(P )
the collection of all strong F -optimal.

The definition above is slightly different from [13, Definition 2.1.6]. Here,
in Definition 4.14, we require that I be maximal concerning the F -strong
downsets disjoint with I , and in [13] I is maximal concerning the dual closed
sets of CF disjoint with I . Despite this slight difference, the corresponding
proofs in [13] remain valid here. Moreover, notice by Proposition 4.13 that
every F -strong downset is a dual closed set of CF .

Recall that

Ω�F ,Is�(P ) = {F ∈ F : F c ∈ Is}.
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Proposition 4.15 [13, Lemma 2.2.1]. Let P be an F -distributive poset.
Then OptsF(P ) = Ω�F ,Is�(P ).

Corollary 4.16. Let P be an F -distributive poset. For any F ∈ F and

any I ∈ Is, if F ∩ I = ∅, then there exists H ∈ Ω�F ,Is�(P ) such that F ⊆ H
and H ∩ I = ∅.

Proof. It is a consequence of the previous proposition and [13, Lemma
2.1.7]. �

Theorem 4.17. Let P be an F -distributive poset. Then, the �F ,Is�-
completion of P is a completely distributive algebraic lattice.

Proof. It is a consequence of the previous corollary and Theorem 3.2.
�

Now, as an application of the above results, we obtain a completion for
certain partially ordered sets. In particular, we will show that the canonical
extension (in the sense of [12]) of a distributive meet-semilattice is a com-
pletely distributive algebraic lattice; this was an open problem posed in [13,
pp. 69] and proved in [26].

Definition 4.18 [17]. Let P be a poset. A subset F ⊆ P is said to be
a Frink filter of P if for all A ⊆ω F and x ∈ P ,

⋂

a∈A

↓a ⊆ ↓x implies x ∈ F.

Let us denote by FiF(P ) the collection of all Frink filters of P .

Let P be a poset. It is easy to check that FiF(P ) is a standard algebraic
closure system on P . The posets for which the lattice FiF(P ) is distributive
were studied by several authors [5,6,10,25,28]. In [10] the FiF(P )-distributive
posets are called filter-distributive posets, and in [25] the FiF(P )-distributive
posets are called meet-order distributive posets. Recall that Iu denotes the
collection of all nonempty up-directed downsets of P .

Corollary 4.19. If P is an FiF(P )-distributive poset, then the �FiF(P ),
Iu�-completion of P is a completely distributive algebraic lattice.

Proof. It is a direct consequence of Theorem 4.11. �

The �FiF(P ),Iu�-completion of an FiF(P )-distributive poset was obtain
in [26] through a topological duality.

Example 4.20. Consider the poset P depicted in Fig. 1. Thus FiF(P ) =
{∅, ↑a, ↑b, ↑c, ↑d, ↑0}. It is clear that the lattice �FiF(P ),⊆� is distributive.
Thus P is FiF(P )-distributive. If Fipr

F
(P ) denotes the meet-prime elements

of the lattice FiF(P ), it follows by Theorem 4.11 that �Up
(

Fi
pr
F
(P )

)

, α� is the
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α(0)

α(a) α(b)

α(c) α(d)

Fi
pr
F
(P )

Up
(

Fi
pr
F
(P )

)

Fig. 2: The �FiF(P ),Iu�-completion of the poset P in Fig. 1

�FiF(P ),Iu�-completion of P . The lattice Up
(

Fi
pr
F
(P )

)

is shown in Fig. 2.
Compare with the �Fu,Id�-completion of P depicted in Fig. 1.

Let �M,∧, 1� be a meet-semilattice with a greatest element 1. A non-
empty subset F of M is a filter if (i) it is an upset and (ii) a, b ∈ F implies
a ∧ b ∈ F . We denote by Fi(M) the collection of all filters of M . It is
straightforward that Fi(M) is a standard algebraic closure system on M .

A meet-semilattice �M,∧, 1� is distributive if for each a, b1, b2 ∈ M with
b1 ∧ b2 ≤ a, there exist a1, a2 ∈ M such that b1 ≤ a1, b2 ≤ a2 and a = a1
∧ a2. As follows from [27, Sec. II 5.1, Lem. 184], a meet-semilattice M is
distributive if and only if the lattice Fi(M) is distributive. Thus, a meet-
semilattice M is distributive if and only if it is Fi(M)-distributive.

The canonical extension (see [12]) of a meet-semilattice is, up to isomor-
phism, the �Fi(M),Iu�-completion of M . It worth notice that the canonical
extension of a semilattice is a generalisation of the concept of canonical ex-
tension for Boolean algebras [29] and distributive lattices [21]. Now, by
Theorem 4.11, it is straightforward to prove directly the following corollary.

Corollary 4.21. The canonical extension of a distributive meet-semi-

lattice is a completely distributive algebraic lattice.

5. Extensions of maps

In this section, we study extensions of maps. We will describe how
can be extended n-ary operations on posets to their corresponding �F ,I�-
completions.

Let P be a poset and �F ,I� a standard ∆1-polarity of P . Let �L, e� be
the �F ,I�-completion of P . In the present section, for the sake of simplicity,
we will consider that P is a sub-poset of L and e : P → L is the identity
map. Thus, for instance, we have

• K(L) = {x ∈ L : x =
∧

F for some F ∈ F} and
• O(L) = {y ∈ L : y =

∨

I for some I ∈ I}.
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Recall, from the �F ,I�-density (see Definition 2.1) of L, that K(L) is join-
dense in L and O(L) is meet-dense in L.

5.1. Extensions of unary maps. Throughout this subsection, for
i ∈ {1,2}, Pi will denote a poset, Fi will be a standard algebraic closure sys-
tem of upsets of Pi, and I i

u will be the collection of all nonempty up-directed
downsets of Pi. For every i ∈ {1, 2}, CFi

will be the finitary closure opera-
tor associated with Fi, and CIi

u
will denote the closure operator associated

with the closure system generated by I i
u. Moreover, for i ∈ {1, 2}, Li will

denote the �Fi,I
i
u�-completion of Pi.

The following two definitions are generalisations of [12, Definition 3.2]
(see also [32]).

Definition 5.1. Let f : P1 → P2 be an order preserving map. We define
the maps fσ : L1 → L2 and fπ : L1 → L2 as follow: let u ∈ L1,

fσ(u) =
∨

{

∧

{f(a) : x ≤ a ∈ P1} : u ≥ x ∈ K(L1)
}

and

fπ(u) =
∧

{

∨

{f(a) : y ≥ a ∈ P1} : u ≤ y ∈ O(L1)
}

.

Definition 5.2. Let g : P1 → P2 be an order reversing map. We define
the maps gσ : L1 → L2 and gπ : L1 → L2 as follow: let u ∈ L1,

gσ(u) =
∨

{

∧

{g(a) : y ≥ a ∈ P1} : u ≤ y ∈ O(L1)
}

and

gπ(u) =
∧

{

∨

{g(a) : x ≤ a ∈ P1} : u ≥ x ∈ K(L1)
}

.

In the following two propositions we collect the main properties of the
functions fσ, fπ, gσ and gπ. Their proofs are very similar to those given in
the framework of [12].

Proposition 5.3. Let f : P1 → P2 be an order preserving map. Then:
(1) for all x ∈ K(L1), f

σ(x) =
∧

{f(a) : x ≤ a ∈ P1};
(2) for all y ∈ O(L1), f

π(y) =
∨

{f(a) : y ≥ a ∈ P1};
(3) for all x ∈ K(L1), f

σ(x) ∈ K(L2);
(4) for all y ∈ O(L1), f

π(y) ∈ O(L2);
(5) for all u ∈ L1, f

σ(u) =
∨

{fσ(x) : u ≥ x ∈ K(L1)};
(6) for all u ∈ L1, f

π(u) =
∧

{fπ(y) : u ≤ y ∈ O(L1)};
(7) fσ and fπ are order preserving extensions of f ;
(8) fσ and fπ coincide on K(L1) ∪ O(L1);
(9) fσ ≤ fπ.
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Proposition 5.4. Let g : P1 → P2 be an order reversing map. Then:
(1) for all y ∈ O(L1), g

σ(y) =
∧

{g(a) : y ≥ a ∈ P1};
(2) for all x ∈ K(L1), g

π(x) =
∨

{g(a) : x ≤ a ∈ P1};
(3) for all y ∈ O(L1), g

σ(y) ∈ K(L2);
(4) for all u ∈ L1, g

σ(u) =
∨

{gσ(y) : u ≤ y ∈ O(L1)};
(5) for all u ∈ L1, g

π(u) =
∧

{gπ(x) : u ≥ x ∈ K(L1)};
(6) gσ and gπ are order reversing extensions of g;
(7) gσ and gπ coincide on K(L1) ∪ O(L1);
(8) gσ ≤ gπ.

Theorem 5.5. Let P1 and P2 be Fi-distributive posets and let h : P1 → P2

be a map such that for all A ⊆ω P1 and b ∈ P1,

(H) b ∈ CF1
(A) =⇒ h(b) ∈ CF2

(h[A]);

Then, hσ : L1 → L2 preserves arbitrary nonempty meets.

Proof. Let U ⊆ L1 be nonempty. We need to prove that hσ(
∧

U) =
∧

hσ[U ]. Let u0 :=
∧

U . Since hσ is order preserving, it follows that hσ(u0)
≤

∧

hσ[U ]. Now we prove the other inequality. By condition (5) of Propo-
sition 5.3 and using the fact that L1 is a completely distributive lattice, we
have

∧

hσ[U ] =
∧

u∈U

∨

{

hσ(x) : u ≥ x ∈ K(L1)
}

=
∨

{

∧

u∈U

hσ(γ(u)) : γ : U → K(L1) with γ(u) ≤ u ∀u ∈ U
}

.

Let us show that
∧

u∈U hσ(γ(u)) ≤ hσ(u0), for every γ : U → K(L1) such that
γ(u) ≤ u for all u ∈ U . Thus, let γ : U → K(L1) such that γ(u) ≤ u for all u
∈ U . By condition (1) of Proposition 5.3, we have hσ(γ(u)) =

∧

{h(a) : γ(u)
≤ a ∈ P1}. So,

(5.1)
∧

u∈U

hσ(γ(u)) =
∧

{

h(a) : γ(u) ≤ a ∈ P1, for some u ∈ U
}

Now we want to show that
∧

{

h(a) : γ(u) ≤ a ∈ P1, for some u ∈ U
}

(5.2)

=
∧

{

h(a) :
∧

u∈U

γ(u) ≤ a ∈ P1

}

.

The inequality ≥ is clear. Since γ(u) ∈ K(L1) for all u ∈ U , it follows
that γ(u) =

∧

{a ∈ P1 : γ(u) ≤ a} for all u ∈ U . Let a0 ∈ P1 be such that
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∧

u∈U γ(u) ≤ a0. So,
∧

u∈U

(
∧

{a ∈ P1 : γ(u) ≤ a}
)

≤ a0. Then
∧

{a ∈ P1 :
γ(u) ≤ a for some u ∈ U} ≤ a0. Thus

a0 ∈ ↑P

(

∧

{a ∈ P1 : γ(u) ≤ a for some u ∈ U}
)

.

By Proposition 2.6, we have

a0 ∈ CF1

(

{a ∈ P1 : γ(u) ≤ a for some u ∈ U}
)

.

Then, since CF1
is finitary, it follows that there exists A0 ⊆ω {a ∈ P1 : γ(u)

≤ a for some u ∈ U} such that a0 ∈ CF1
(A0). By condition (H), we have

h(a0) ∈ CF2
(h[A0]). Thus, by Proposition 2.6, we obtain that

∧

h[A0] ≤
h(a0). Hence

∧

{h(a) : γ(u) ≤ a ∈ P1 for some u ∈ U} ≤ h(a0). Thus

∧

{

h(a) : γ(u) ≤ a ∈ P1 for some u ∈ U
}

≤
∧

{

h(a) :
∧

u∈U

γ(u) ≤ a ∈ P1

}

.

Then we have proved (5.2). By (5.1), it follows that

∧

u∈U

hσ(γ(u)) =
∧

{

h(a) :
∧

u∈U

γ(u) ≤ a ∈ P1

}

.

By Corollary 2.10, we have that
∧

u∈U
γ(u) ∈ K(L1). Thus, by condition (1)

of Proposition 5.3,

hσ

(

∧

u∈U

γ(u)

)

=
∧

{

h(a) :
∧

u∈U

γ(u) ≤ a ∈ P1

}

.

Hence hσ(
∧

u∈U γ(u)) =
∧

u∈U hσ(γ(u)). Since γ(u) ≤ u for each u ∈ U , it
follows that

∧

u∈U γ(u) ≤
∧

U = u0. Then, since hσ is order preserving, we
obtain hσ(

∧

u∈U γ(u)) ≤ hσ(u0). Hence
∧

u∈U hσ(γ(u)) ≤ hσ(u0). Thus we
have proved that

∧

u∈U hσ(γ(u)) ≤ hσ(u0) for all γ : U → K(L1) such that
γ(u) ≤ u. Then,

∨

{

∧

u∈U

hσ(γ(u)) : γ : U → K(L1) s.t. γ(u) ≤ u

}

≤ hσ(u0).

Therefore, hσ(u0) =
∧

hσ[U ]. �

The above theorem may suggest what kind of maps from an F1-distribu-
tive poset P1 into an F2-distributive poset P2 should be called “homomor-
phism”. The next proposition establishes a relation between condition (H)
and the property of preserving existing finite meets.
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Proposition 5.6. Let h : P1 → P2 be a map. Consider the following
conditions:

(1) for all A ⊆ω P1 and b ∈ P1,

b ∈ CF1
(A) =⇒ h(b) ∈ CF2

(h[A]);

(2) h preserves existing finite meets.
Then:
(i) If every F ∈ F1 is closed under existing finite meets, then (1) ⇒ (2).
(ii) If all F ∈ F1 and all G ∈ F2 are closed under existing finite meets,

respectively, in P1 and P2, and P1 is F1-distributive, then (2) ⇒ (1).

Proof. (i) (1) ⇒ (2). It should be noted that condition (1) implies
that h is order preserving. Let A ⊆ω P1 be such that

∧

A exists in P1. Let
b :=

∧

A. By Proposition 4.8, we have thatCF1
(b) = CF1

(A). So b ∈ CF1
(A),

and then by (1) we get h(b) ∈ CF2
(h[A]). Thus CF2

(h(b)) ⊆ CF2
(h[A]). On

the other hand, since b =
∧

A and h is order preserving, it follows that
CF2

(h(a)) ⊆ CF2
(h(b)) for all a ∈ A. Thus

⋃

a∈A CF2
(h(a)) ⊆ CF2

(h(b)).
Then CF2

(h[A]) ⊆ CF2
(h(b)). Hence CF2

(h(b)) = CF2
(h[A]). Therefore, by

Proposition 4.7, we obtain h(b) =
∧

h[A].
(ii) (2) ⇒ (1). Let A ⊆ω P1 and b ∈ P1. Assume that b ∈ CF1

(A).
Since P1 is F1-distributive, it follows by Corollary 4.10 that there exists
B ⊆ω

⋃

a∈ACF1
(a) such that b =

∧

B. Then, by (2), we have h(b) =
∧

h[B].
Hence, by Proposition 4.8, CF2

(h(b)) = CF2
(h[B]). Notice that for every

b′ ∈ B, there is a ∈ A such that a ≤ b′. Since h is order preserving, it follows
that CF2

(h(b′)) ⊆ CF2
(h[A]) for all b′ ∈ B. Then CF2

(h[B]) ⊆ CF2
(h[A]).

Hence h(b) ∈ CF2
(h[A]). �

We end this section studying the extensions of residuated maps f : P1

→ P2. We show under what conditions the extensions are residuated. This
issue was already studied by Morton [32] for some particular ∆1-completions.
Here we generalise several results of [32].

We recall the definition of residuated map.

Definition 5.7. A map f : P1 → P2 is called residuated if there exists a
map g : P2 → P1, called the residual of f , such that for all a ∈ P1 and b ∈ P2

we have

f(a) ≤ b ⇐⇒ a ≤ g(b).

Let f : P1 → P2 be a residuated map with g : P2 → P1 its residual. So,
it is known (see [9, Ch. 7]) that f preserves arbitrary existing joins, and g
preserves arbitrary existing meets. Hence, in particular, f and g are order
preserving maps.

Lemma 5.8. Let P1 be an F1-distributive poset and P2 an F2-distributive

poset, where the algebraic closure systems F1 and F2 are such that all their
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members are closed under existing finite meets (in P1 and P2, respectively).
Let f : P1 → P2 be a residuated map with g : P2 → P1 its residual. Then, for
all F ∈ F1 and J ∈ I2

u we have

CF2
(f [F ]) ∩ J �= ∅ ⇐⇒ F ∩ CI1

u
(g[J ]) �= ∅.

Proof. (⇒) Assume CF2
(f [F ])∩ J �= ∅. So let b ∈ CF2

(f [F ])∩ J . It is
clear that g(b) ∈ CI1

u
(g[J ]). As b ∈ CF2

(f [F ]) and F2 is algebraic, then there
is A0 ⊆ω F such that b ∈ CF2

(f [A0]). Thus, since P2 is F2-distributive,
there exists B ⊆ω ↑f [A0] such that b =

∧

B. Given that g is the resid-
ual of f , we thus know that g preservers existing finite meets and so
g(b) =

∧

g[B]. Notice that for every b′ ∈ B, there is a ∈ A0 such that f(a)
≤ b′ and so a ≤ g(b′). Thus, since A0 ⊆ F and F is an upset, we have
g[B] ⊆ F and hence g(b) =

∧

g[B] ∈ F . Then g(b) ∈ F ∩ CI1

u
(g[J ]).

(⇐) Now assume that F ∩ CI1
u
(g[J ]) �= ∅. Let a ∈ F ∩ CI1

u
(g[J ]). It is

straightforward that f(a) ∈ CF2
(f [F ]). Now, since J is up-directed and g is

order preserving, it follows that g[J ] is up-directed. Thus, ↓g[J ] ∈ I1
u. Then,

we have CI1
u
(g[J ]) = ↓g[J ]. As a ∈ ↓g[J ], we have that there is b ∈ J such

that a ≤ g(b). So f(a) ≤ b. Hence f(a) ∈ J . Therefore f(a) ∈ CF2
(f [F ])

∩ J . �

Proposition 5.9. Let P1 be an F1-distributive poset and P2 an F2-
distributive poset, where the algebraic closure systems F1 and F2 are such

that all their members are closed under existing finite meets (in P1 and P2,
respectively). Let f : P1 → P2 be a residuated map with g : P2 → P1 its resid-
ual. Let Li be the �Fi,I

i
u�-completion of Pi, i = 1, 2. Then fσ : L1 → L2 is

residuated with residual gπ : L2 → L1.

Proof. Let u ∈ L1 and v ∈ L2. We need to prove that fσ(u) ≤ v
⇐⇒ u ≤ gπ(v). First, let us show that for every x ∈ K(L1) and every
y ∈ O(L2), f

σ(x) ≤ y ⇐⇒ x ≤ gπ(y). By the �F2,I
2
u�-compactness, Propo-

sition 5.3 and Proposition 2.6, it follows that

fσ(x) ≤ y ⇐⇒ (∃b ∈ P2)(f
σ(x) ≤ b ≤ y)

⇐⇒ (∃b ∈ P2)
(

∧

f [↑P1
x] ≤ b ≤ y

)

⇐⇒ (∃b ∈ P2)
(

b ∈ CF2
(f [↑P1

x]) and b ∈ ↓P2
y
)

⇐⇒ CF2
(f [↑P1

x]) ∩ ↓P1
y �= ∅.

By a similar argumentation to the previous one, we obtain x ≤ gπ(y) ⇔
↑P1

x ∩ CI1

u
(g[↓P2

y]) �= ∅. Hence, by Lemma 5.8, we have fσ(x) ≤ y if and
only if x ≤ gπ(y). Now we can prove the general case as follows:

fσ(u) ≤ v ⇐⇒
∨

{fσ(x) : u ≥ x ∈ K(L1)} ≤
∧

{y ∈ O(L2) : v ≤ y}
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⇐⇒ fσ(x) ≤ y, ∀x ∈ K(L1) s.t. x ≤ u and ∀y ∈ O(L2) s.t. v ≤ y

⇐⇒ x ≤ gπ(y), ∀x ∈ K(L1) s.t. x ≤ u and ∀y ∈ O(L2) s.t. v ≤ y

⇐⇒
∨

{x ∈ K(L1) : x ≤ u} ≤
∧

{gπ(y) : v ≤ y ∈ O(L2)}

⇐⇒ u ≤ gπ(v). �

5.2. Extensions of n-ary maps. Let P1, . . . , Pn be posets. For every
i ∈ {1, . . . , n}, let �Fi,Ii� be an arbitrary standard ∆1-polarity of Pi, and let
�Li, αi� be the �Fi,Ii�-completion of Pi. Let L :=

∏n
i=1 Li and α :

∏n
i=1 Pi

→ L defined by α(a1, . . . , an) = (α1(a1), . . . , αn(an)).

Proposition 5.10. The map α is an order embedding. Therefore, �L,α�
is a completion of

∏n
i=1 Pi.

Let us define the set of closed elements of L by K(L) :=
∏n

i=1K(Li), and
the set of open elements of L by O(L) :=

∏n
i=1O(Li). We want to use these

two sets of elements of L to define the corresponding π and σ-extensions of
n-ary maps. For this purpose, the sets K(L) and O(L) should be dense on L.
Thus, we need to know under what conditions on the ∆1-polarities �Fi,Ii�
the sets K(L) and O(L) are join-dense and meet-dense, respectively, on the
lattice L.

Proposition 5.11. If for every i ∈ {1, . . . , n} the bottom (top) element
of Li is an Fi-closed (Ii-open) element of Li, then K(L) (O(L)) is join-dense
(meet-dense) in L.

Proof. Let u ∈ L =
∏n

i=1 Li. We need to prove that u =
∨

{x ∈ K(L) :
x ≤ u}. It is clear that u is an upper bound of {x ∈ K(L) : x ≤ u}. Let
v ∈ L be such that x ≤ v for all x ∈ K(L) such that x ≤ u. So, xi ≤ vi for all
i = 1, . . . , n. Let i ∈ {1, . . . , n} and x′i ∈ K(Li) be such that x′i ≤ ui. Let us
take x′ := (0L1

, . . . , x′i, . . . , 0Ln
) ∈ K(L). It is clear that x′ ≤ u. Then x′ ≤ v

and hence x′i ≤ vi. Thus, by �Fi,Ii�-density on Li, ui ≤ vi. Hence u ≤ v.
Therefore u =

∨

{x ∈ K(L) : x ≤ u}. �

Proposition 5.12. Let P be a poset and �F ,I� a standard ∆1-polarity
of P . Let L be the �F ,I�-completion of P . The bottom (top) element of L
is a closed (open) element of L if and only if P ∈ F (P ∈ I) and I �= ∅, for
all I ∈ I , (F �= ∅, for all F ∈ F).

Proof. Suppose first that the bottom element of L, 0L, is closed. So,
there is F ∈ F such that

∧

F = 0L. For each a ∈ P ,
∧

F = 0L ≤ a. Thus,
since F is an upset and by �F ,I�-density, we have a ∈ F . Then F = P , and
hence P ∈ F . Let I ∈ I . Since P ∈ F and

∧

P = 0L ≤
∨

I , it follows by
�F ,I�-compactness that P ∩ I �= ∅. Hence I �= ∅.

Now assume that P ∈ F and I �= ∅ for all I ∈ I . Let us show that
∧

P = 0L. Let y ∈ O(L). So, there is I ∈ I such that y =
∨

I . Since I �= ∅,
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let a ∈ I . Then
∧

P ≤ a ≤
∨

I = y. Hence
∧

P ≤ y for all y ∈ O(L). There-
fore, by �F ,I�-density, we obtain

∧

P = 0L. �

From now on, unless otherwise stated, all the standard ∆1-polarities
�F ,I� on a poset P will be considered to have the following properties: (i)
F will be an algebraic closure system where all its members are nonempty;
and (ii) I = Iu ∪ {P}, that is, I will be the collection consisting of all
nonempty up-directed downsets and P ∈ I . Notice, since F is a closure
system, that P ∈ F .

Now we present the definitions for the extensions of maps f :
∏n

i=1 Pi

→ Pn+1 that are order preserving or order reversing in each coordinate. For
simplicity, we will consider only the case n = 2. Also, in the following defi-
nition we consider only the maps f : P1 × P2 → P3 that are order reversing
in the first coordinate and order preserving in the second coordinate. The
other possible cases (order preserving and order reversing in both coordi-
nate, and order preserving in the first coordinate and order reversing in the
second) can be deduced without difficulty by the reader.

For what follows, let P1, P2 and P3 be posets and �F1,I1�, �F2,I2�
and �F3,I3� be standard ∆1-polarities of P1, P2, P3, respectively, satisfying
the above conditions (i) and (ii). For i ∈ {1, 2, 3}, let Li be the �Fi,Ii�-
completion of Pi.

Definition 5.13. Let f : P1×P2 → P3 be a map that is order reversing
in the first coordinate and order preserving in the second coordinate. We
define the maps fσ : L1 × L2 → L3 and fπ : L1 × L2 → L3 as follows: let
u ∈ L1 and v ∈ L2,

fσ(u, v) =
∨

{

∧

{

f(a, b) : y ≥ a ∈ P1, x ≤ b ∈ P2

}

:

u ≤ y ∈ O(L1), v ≥ x ∈ K(L2)
}

and

fπ(u, v) =
∧

{

∨

{

f(a, b) : x ≤ a ∈ P1, y ≥ b ∈ P2

}

:

u ≥ x ∈ K(L1), v ≤ y ∈ O(L2)
}

.

Now we establish the main properties of the maps fσ and fπ.

Proposition 5.14. Let f : P1 × P2 → P3 be a map that is order revers-
ing in the first coordinate and order preserving in the second coordinate.
Then, the maps fσ : L1 ×L2 → L3 and fπ : L1 ×L2 → L3 have the following
properties:

(1) For every y ∈ O(L1) and x ∈ K(L2),

fσ(y, x) =
∧

{

f(a, b) : y ≥ a ∈ P1, x ≤ b ∈ P2

}

;
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(2) for every x ∈ K(L1) and y ∈ O(L2),

fπ(x, y) =
∨

{

f(a, b) : x ≤ a ∈ P1, y ≥ b ∈ P2

}

;

(3) for every y ∈ O(L1) and x ∈ K(L2), f
σ(y, x) ∈ K(L3);

(4) for every a ∈ P1 and y ∈ O(L2), f
π(a, y) ∈ O(L3);

(5) for every u ∈ L1 and v ∈ L2,

fσ(u, v) =
∨

{

fσ(y, x) : u ≤ y ∈ O(L1), v ≥ x ∈ K(L2)
}

and

fπ(u, v) =
∧

{

fπ(x, y) : u ≥ x ∈ K(L1), v ≤ y ∈ O(L2)
}

;

(6) fσ and fπ are order reversing in the first coordinate and order pre-

serving in the second coordinate and are both extensions of f ;
(7) fσ and fπ coincide on O(L1)× K(L2) and K(L1)× O(L2);
(8) fσ ≤ fπ.

Proof. The proofs follow by similar argumentations to those that prove
the properties of the extensions of unary maps, see Propositions 5.3 and 5.4.
�

The above definitions of the π and σextensions of maps f : P1×P2 → P3

and their properties will be used in the next section when we will study some
applications.

6. Applications

The extensions of additional operations on (distributive) lattices and
Boolean algebras are well known and studied [18,21–23,29,30]. However,
when the ordered algebraic structures do not have a lattice reduct, the sit
uation of how obtaining adequate extensions for the additional operations
become more complex. Some papers in this direction are [12,24,32].

In the following subsections, we will apply the results previously obtained
to some ordered algebraic structures associated with some propositional log
ics.

6.1. An �F, I�-completion for Tarski algebras. The variety of
Tarski algebras TA, also called implication algebras, is the equivalent al
gebraic semantics of the implication fragment of the classical propositional
calculus (see [33]), and so TA can be obtained as the implication subreducts
of the Boolean algebras. We refer the reader to [1,2,33] for more information
about Tarski algebras.
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Definition 6.1 [1]. An algebra �A,→,1� of type (2,0) is a Tarski algebra
if satisfies the following identities:
(T1) 1 → x ≈ x;
(T2) x → x ≈ 1;
(T3) x → (y → z) ≈ (x → y) → (x → z);
(T4) (x → y) → y ≈ (y → x) → x.

Let us denote by TA the variety of Tarski algebras.

Every Tarski algebra A has associated a natural partial order. The par-
tial order ≤A (we omit the subscript when there is no danger of confusion)
is defined as follows: Let a, b ∈ A,

a ≤A b ⇐⇒ a → b = 1.

Therefore, for every Tarski algebra A, �A,≤A� is a partially ordered set
where 1 is the greatest element.

Proposition 6.2. Let A be a Tarski algebra. Then, the operation → on

A is order reversing in the first coordinate and order preserving in the second
coordinate.

Proposition 6.3. Let �A,→,1� be a Tarski algebra. Then �A,∨�, where
x ∨ y := (x → y) → y, is a join-semilattice. Moreover, x ∨ y = y if and only
if x ≤A y.

Given a Tarski algebra A, we will denote by Id(A) the collection of all
ideals of A (as a join-semilattice). That is, I ∈ Id(A) if and only if I is a
nonempty up-directed downset of �A,≤A�.

Definition 6.4. Let A be a Tarski algebra. A subset F of A is called
an implicative filter (or deductive system) if 1 ∈ F , and a, a → b ∈ F implies
b ∈ F . Let us denote by Fi→(A) the collection of all implicative filters of A.

It is straightforward to show that every implicative filter is an upset of A,
and each principal upset ↑a of A is an implicative filter.

Proposition 6.5. For every Tarski algebra A, Fi→(A) is an algebraic
closure system on A. Moreover, the corresponding lattice Fi→(A) is distribu-
tive.

Definition 6.6. Let A be a Tarski algebra. A proper implicative fil-
ter F of A is said to be maximal if for every proper implicative filter G of A,
F ⊆ G implies F = G.

We denote by M(A) the collection of all maximal implicative filters of a
Tarski algebra A.

Proposition 6.7. Let A be a Tarski algebra and F ∈ Fi→(A). The fol-

lowing are equivalent :
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(1) F is maximal ;
(2) F is a meet-prime element of the lattice Fi→(A);
(3) F c is an ideal of A.

Corollary 6.8. Let M ∈ M(A) and a, b ∈ A. Then, a → b ∈ M if and
only if a �∈ M or b ∈ M .

Theorem 6.9. Let A be a Tarski algebra. Let F ∈ Fi→(A) and I ∈ Id(A).
If F ∩ I = ∅, then there exists M ∈ M(A) such that F ⊆ M and M ∩ I = ∅.

Let A be a Tarski algebra. Then, we have that �Fi→(A), Id(A)� is a
standard ∆1-polarity of A, and A is Fi→(A)-distributive. Hence, by The-
orem 4.11, we obtain that �Up(M(A)), α� is the �Fi→(A), Id(A)�-completion
of A (as a poset). Now notice, since all the members of M(A) are max-
imal (between the proper implicative filters), that the poset �M(A),⊆� is
an antichain, and thus Up(M(A)) = P(M(A)). Hence, we have proved the
following result:

Proposition 6.10. The �Fi→(A), Id(A)�-completion of a Tarski alge-
bra A is a complete atomistic Boolean algebra.

Given a Tarski algebra A, let us denote by A∗ the �Fi→(A), Id(A)�-
completion of A. That is, A∗ := �P(M(A)),∩,∪,c , ∅,M(A)�. Recall that
in a Boolean algebra �B,∧,∨,¬, 0, 1� the implication is defined as: x → y
≈ ¬x ∨ y. So, for all u, v ∈ A∗, we have that u ⇒ v = uc ∪ v.

Proposition 6.11. Let A be a Tarski algebra. Then, the order embed-
ding α : A → P(M(A)) is a Tarski homomorphism, that is, α(a → b) = α(a)
⇒ α(b) for all a, b ∈ A.

Proof. It is an immediate consequence of Corollary 6.8. �

Let �A,→, 1� be a Tarski algebra. Then the standard ∆1-polarity
�Fi→(A), Id(A)� satisfies the conditions (i) Fi→(A) is an algebraic closure
system where all its elements are nonempty, and (ii) Id(A) is the collection
of all nonempty up-directed downsets of A and P ∈ Id(A). Thus we can con-
sider the π-extension →π of the operation → as given in Definition 5.13. Let
u, v ∈ P(M(A)). Then,

u →π v =
∧

{

∨

{α(a → b) : x ⊆ α(a), α(b) ⊆ y, a, b ∈ A} :

u ⊇ x ∈ K(A∗), v ⊆ y ∈ O(A∗)
}

.

Thus,

u →π v =
⋂

{

⋃

{α(a → b) : a ∈ F, b ∈ I} :

F ∈ Fi→(A), I ∈ Id(A) and
⋂

α[F ] ⊆ u, v ⊆
⋃

α[I]
}

.
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Proposition 6.12. Let A be a Tarski algebra and A∗ its �Fi→(A), Id(A)�-
completion. Then, for all u, v ∈ A∗, we have that u →π v = u ⇒ v.

Proof. Let u, v ∈ A∗. Recall that u ⇒ v = uc ∪ v. Let P ∈ M(A). As-
sume that P �∈ uc ∪ v. So P ∈ u and P �∈ v, whence

⋂

α[P ] ⊆ u and v ⊆
⋃

α[P c]. Since P is maximal, we have P c ∈ Id(A). By Corollary 6.8, we ob-
tain that a → b �∈ P for all a ∈ P and b ∈ P c. Thus, P �∈

⋃

{α(a → b) : a ∈ P ,
b ∈ P c}. Hence P �∈ u →π v. Therefore, u →π v ⊆ uc ∪ v.

Now suppose that P �∈ u →π v. Then, there are F ∈ Fi→(A) and
I ∈ Id(A) with

⋂

α[F ] ⊆ u and v ⊆
⋃

α[I] such that P �∈
⋃

{α(a → b) :
a ∈ F , b ∈ I}. Thus, a → b �∈ P for all a ∈ F and b ∈ I . Then, by Corollary
6.8, a ∈ P and b �∈ P for all a ∈ F and b ∈ I . Hence F ⊆ P and P ∩ I = ∅.
This implies that P ∈

⋂

α[F ] and P �∈
⋃

α[I], and hence P ∈ u ∩ vc. Thus
P �∈ uc ∪ v. Therefore uc ∪ v ⊆ u →π v. This completes the proof. �

Let �A,→,1� be a Tarski algebra. By Proposition 6.10, we know that the
�Fi→(A), Id(A)�-completion of A is a complete atomistic Boolean algebra �A∗,
⇒,¬, 1A∗�. Hence, the previous proposition shows that the π-extension of
the operation → is the Boolean implication of A∗, and thus �A∗,→π,¬,1A∗�
is a complete atomistic Boolean algebra.

6.2. An �F, I�-completion for Hilbert algebras. The variety of
Hilbert algebras, also called positive implication algebras, is the equivalent
algebraic semantics of the implication fragment of the intuitionistic propo-
sitional calculus. The aim of this section is to obtain an adequate �F ,I�-
completion for Hilbert algebras. The next definitions and results can be
found in [8,11,33].

Definition 6.13. A Hilbert algebra is an algebra �A,→,1� of type (2,0)
such that satisfies the following conditions for all a, b, c ∈ A:
(H1) a → (b → a) = 1,
(H2) (a → (b → c)) → ((a → b) → (a → c)) = 1,
(H3) if a → b = 1 and b → a = 1, then a = b.

In [11] Diego proved that the class of Hilbert algebras form a variety.
Every Hilbert algebra �A,→, 1� has associated in a natural way a partial
order as follows. For every a, b ∈ A, a ≤A b ⇐⇒ a → b = 1.

Proposition 6.14. Let �A,→, 1� be a Hilbert algebra. Then, the opera-

tion → is order reversing in the first coordinate and order preserving in the

second coordinate.

Definition 6.15. Let �A,→, 1� be a Hilbert algebra. A subset F ⊆ A
is called an implicative filter of A if (i) 1 ∈ F , and (ii) if a, a → b ∈ F , then
b ∈ F . Let us denote by Fi→(A) the collection of all implicative filters of A.
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Proposition 6.16. Let A be a Hilbert algebra. Then, Fi→(A) is an al-

gebraic closure system on A. Moreover, the corresponding lattice Fi→(A) is

distributive.

Definition 6.17. A proper implicative filter F of a Hilbert algebra A is
called prime if F is a meet-prime element of the lattice Fi→(A). We denote
by Pr(A) the collection of all prime implicative filters of A.

Let A be a Hilbert algebra. Let us denote by Iu the collection of all
nonempty up-directed downsets of �A,≤A�.

Proposition 6.18. Let A be a Hilbert algebra and F ∈ Fi→(A). Then,
F is prime if and only if F c is a nonempty up-directed downset of A. Hence,
Pr(A) = {F ∈ Fi→(A) : F c ∈ Iu}.

Proposition 6.19 [3]. Let A be a Hilbert algebra and let F ∈ Fi→(A)
and I ∈ Iu be such that F ∩ I = ∅. Then, there exists P ∈ Pr(A) such that

F ⊆ P and P ∩ I = ∅.

Corollary 6.20 [4]. Let A be a Hilbert algebra and P ∈ Pr(A). Then,
a → b �∈ P if and only if there exists Q ∈ Pr(A) such that P ⊆ Q, a ∈ Q and

b �∈ Q.

Let A be a Hilbert algebra. Then, we have that �Fi→(A),Iu� is a
standard ∆1-polarity of A, and A is (as a poset) Fi→(A)-distributive.
Hence, by Theorem 4.11, we obtain that �Up (Pr(A)) , α� is the �Fi→(A),Iu�-
completion of A. Moreover, it is known that �Up (Pr(A)) ,∩,∪,⇒, ∅,Pr(A)�
is a complete Heyting algebra, where u ⇒ v := {P ∈ Pr(A) : u ∩ ↑P ⊆ v}
(here ↑P = {Q ∈ Pr(A) : P ⊆ Q}). Let us denote by A∗ := �Up (Pr(A)) ,∩,
∪,⇒, ∅,Pr(A)� the �Fi→(A),Iu�-completion of A.

Let �A,→, 1� be a Hilbert algebra. Then, �Fi→(A),Iu� is a standard
∆1-polarity satisfying the following conditions: (i) Fi→(A) is an algebraic
closure system where all its elements are nonempty, and (ii) Iu is the collec-
tion of all nonempty up-directed downsets of A and A ∈ Iu. Thus, we can
consider the extension of the operation → as in Definition 5.13:

(6.1)
u →π v =

∧

{

∨

{

α(a → b) : x ⊆ α(a), α(b) ⊆ y, a, b ∈ A
}

:

u ⊇ x ∈ K(A∗), v ⊆ y ∈ O(A∗)
}

.

Hence,

u →π v =
⋂

{

⋃

{

α(a → b) : a ∈ F, b ∈ I
}

:

F ∈ Fi→(A), I ∈ Iu and
⋂

α[F ] ⊆ u, v ⊆
⋃

α[I]
}

.
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Recall that the map α : A → Up (Pr(A)) is defined by α(a) = {P ∈
Pr(A) : a ∈ P}.

Proposition 6.21. Let �A,→, 1� be a Hilbert algebra. Then, we have

that the map α : �A →, 1� → �A∗,→π, 1A∗� is a homomorphism. Moreover,
for all a, b ∈ A, α(a → b) = α(a) ⇒ α(b).

Proof. Notice that α(1) = {P ∈ Pr(A) : 1 ∈ P} = Pr(A) = 1A∗ . Let a, b
∈ A. We need to show that α(a → b) = α(a) →π α(b). By (6.1), we have

α(a) →π α(b) =
⋂

{

⋃

{

α(c → d) : x ⊆ α(c), α(d) ⊆ y, c, d ∈ A
}

:

α(a) ⊇ x ∈ K(A∗) and α(b) ⊆ y ∈ O(A∗)
}

.

Since α[A] ⊆ K(A∗) ∩ O(A∗), it follows that α(a) →π α(b) =
⋃

{α(c → d) :
α(a) ⊆ α(c), α(d) ⊆ α(b), c, d ∈ A}. Notice that for every c, d ∈ A such that
α(a) ⊆ α(c) and α(d) ⊆ α(b), we have a ≤ c and d ≤ b. So c → d ≤ a → b.
Thus α(c → d) ⊆ α(a → b). Hence α(a) →π α(b) =

⋃

{α(c → d) : α(a) ⊆
α(c), α(d) ⊆ α(b), c, d ∈ A} = α(a → b).

Finally, α(a → b) = α(a) ⇒ α(b) is a consequence of the definition of α
and from Corollary 6.20. �

We have shown that for all a, b ∈ A,

α(a → b) = α(a) →π α(b) = α(a) ⇒ α(b).

Now we will prove that the operations →π and ⇒ coincide on A∗ ×A∗.
Firstly, notice by Proposition 6.21 that for all u, v ∈ A∗,

u →π v :=
⋂

{

⋃

{

α(a) ⇒ α(b) : a ∈ F, b ∈ I
}

: F ∈ Fi→(A),(6.2)

I ∈ Id(A) and
⋂

α[F ] ⊆ u, v ⊆
⋃

α[I]
}

.

Proposition 6.22. Let A be a Hilbert algebra and u, v ∈ A∗ = Up(Pr(A)).
Then u →π v ⊆ u ⇒ v.

Proof. Let P ∈ u →π v. From the definition of the operation ⇒, we
need to prove that u ∩ ↑P ⊆ v. So, let P0 ∈ u be such that P ⊆ P0. Since
u is an upset,

⋂

α[P0] ⊆ u. Let I := P c
0 ∈ Iu. Suppose towards a contra-

diction that P0 �∈ v. Thus v ⊆
⋃

α[I]. Hence, since
⋂

α[P0] ⊆ u, v ⊆
⋃

α[I]
and since P ∈ u →π v, it follows that there exist a ∈ P0 and b ∈ I such that
P ∈ α(a) ⇒ α(b). Then P0 ∈ α(a) ∩ ↑P ⊆ α(b) and thus b ∈ P0, which is
impossible because b ∈ I = P c

0 . Hence P0 ∈ v and therefore P ∈ u ⇒ v. �

In order to prove the inverse inclusion, that is, to prove that u ⇒ v ⊆
u →π v, we need the following about Hilbert algebras. Let A be a Hilbert
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algebra. We define inductively for b ∈ A and for every sequence a0, . . . , an
of elements of A the element (a0, . . . , an; b) ∈ A as follows:

(a0; b) = a0 → b and (an+1, an, . . . , a0; b) = an+1 → (an, . . . , a0; b).

Lemma 6.23 [7]. Let A be a Hilbert algebra and let a0, . . . , an, b ∈ A.
(1) (an, ..., a0; b)=(aπ(n), ..., aπ(0) ; b), for every permutation π of {0, ..., n}.
(2) (an, . . . , a0; b) = (an, . . . , am; (am−1, . . . , a0; b)).

Lemma 6.24 [7]. Let F be an implicative filter.
(1) If (an, . . . , am, am−1, . . . , a0; b) ∈ F and an, . . . , am ∈ F , then we ob-

tain that (am−1, . . . , a0; b) ∈ F .
(2) If (an, . . . , a0; b) ∈ F and a0, . . . , an ∈ F , then b ∈ F .

Let A be a Hilbert algebra. Recall that Fi→(A) is a lattice. The join
operation of Fi→(A) can be characterised as follows: let F,G ∈ Fi→(A), then

F ∨G = {b ∈ A : (an, . . . , a0; b) = 1 for some a0, . . . , an ∈ F ∪G}.

Now we are ready to prove the inverse inclusion of Proposition 6.22.

Proposition 6.25. Let A be a Hilbert algebra and let u, v ∈ A∗ =
Up (Pr(A)). Then u ⇒ v ⊆ u →π v.

Proof. Recall that u ⇒ v = {P ∈ Pr(A) : u∩ ↑P ⊆ v}. Let P ∈ u ⇒ v.
So u ∩ ↑P ⊆ v. Let F ∈ Fi→(A) and I ∈ Iu be such that

⋂

α[F ] ⊆ u and
v ⊆

⋃

α[I]. Then,
⋂

α[F ] ∩ ↑P ⊆ u ∩ ↑P ⊆ v ⊆
⋃

α[I]. Notice that ↑P =
⋂

α[P ]. Thus
⋂

α[F ∨ P ] =
⋂

α[F ] ∩
⋂

α[P ] ⊆
⋃

α[I]. As F ∨ P ∈ Fi→(A)
and I ∈ Iu, by the �Fi→(A),Iu�-compactness, we have that there exists
b ∈ (F ∨ P ) ∩ I . Since b ∈ F ∨ P , it follows that there are a0, . . . , an ∈
F ∪ P such that (an, . . . , a0; b) = 1. Let X := {a0, . . . , an} ∩ F and Y :=
{a0, . . . , an} ∩ P . Without loss of generality, we can assume that X �= ∅ and
Y �= ∅. Suppose that X = {a′1, . . . , a

′
m} and Y = {a′′1, . . . , a

′′
k}. So, we have

(a′1, . . . , a
′
m, a′′1 , . . . , a

′′
k; b) = 1. Since a′1 . . . , a

′
m ∈ F , it follows by Lemma 6.24

that a := (a′′1, . . . , a
′′
k; b) ∈ F . Then, we obtain that a ∈ F and b ∈ I . Now we

show that P ∈ α(a) ⇒ α(b). That is, we prove that α(a) ∩ ↑P ⊆ α(b). Let
Q ∈ α(a)∩↑P . Thus a ∈ Q and P ⊆ Q. So (a′′1, . . . , a

′′
k; b) ∈ Q and a′′1 , . . . , a

′′
k

∈ Q. Then b ∈ Q, that is, Q ∈ α(b). Hence α(a) ∩ ↑P ⊆ α(b). Therefore, by
(6.2), we have proved that P ∈ u →π v. �

Corollary 6.26. Let �A,→, 1� be a Hilbert algebra. Then, it follows

that the �Fi→(A),Iu�-completion of A with the π-extension of →, �A∗,∩,∪,
→π, 0A∗ , 1A∗�, is a complete Heyting algebra.

6.3. An �F, I�-completion for filter distributive finitary con-

gruential logics. The aim of this section is to use the results of Section 4
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to obtain an adequate �F ,I�-completion for the algebras that are canoni-
cally associated (in the sense of abstract algebraic logic) with every filter dis-
tributive finitary congruential logic. This completion, called the S-canonical
extension, was already obtained by Gehrke et al. in [19] following a different
approach. We will see that our approach may be considered more straight-
forward than that in [19].

Let S be a finitary congruential logic and A ∈ Alg(S). The S-canonical
extension of A ([19, Definition 4.17]) is defined as the canonical extension (in
the sense of [12]) of the meet-semilattice L∧

S(A). That is, the S-canonical ex-
tension A is the �F ,I�-completion of the meet-semilattice L∧

S(A) where F is
the collection of filters of L∧

S(A) and I is the family of nonempty up-directed
downsets of L∧

S(A). The meet-semilattice L∧
S(A) can be consider (see [19,

p. 1510]) as the meet-semilattice �FifS(A),⊇�, where FifS(A) is the collection
of all finitely generated S-filters of A. Then, in [19] (see Theorem 4.20) the
authors prove, under the condition that the S-canonical extension satisfies
a distributive law, that the S-canonical extension of A is isomorphic to the
�FiS(A),I�-completion of �A,≤A

S � such that I is the set of the nonempty up-

directed S-ideals. In the Preliminaries of abstract algebraic logic we will see
that the set of nonempty up-directed S-ideals is exactly the set of nonempty
up-directed downsets Iu of �A,≤A

S �. Hence, the S-canonical extension of A
is isomorphic to the �FiS(A),Iu�-completion of �A,≤A

S �.

6.3.1. Preliminaries of abstract algebraic logic. Our main refer-
ences for the preliminaries on Abstract Algebraic Logic are [14–16].

Let L be a propositional language (or algebraic language). Let us denote
by Fm(L) the algebra of formulas (or term algebra) of L over a denumerable
set of variables Var, that is, Fm(L) is the absolutely free L-algebra over Var.
A sentential logic of type L is a pair S = �Fm(L,⊢S� where the consequence
relation ⊢S is a relation between subsets of Fm(L) and elements of Fm(L)
such that the operator CS : P(Fm(L)) → P(Fm(L)) defined by

ϕ ∈ CS(Γ) if and only if Γ ⊢S φ

is a closure operator with the property of invariance under substitutions. A
logic S is finitary if the consequence operation CS is finitary.

From now on, we fix an arbitrary propositional language L. When there
is no danger of confusion we omit the reference to the language L. Thus,
we write Fm instead of Fm(L), the sentential logics are consider over L and
the algebras are also of the same type L.

Let S be a sentential logic and A an algebra. A subset F ⊆ A is
called an S-filter of A if for every Γ ∪ {ϕ} ⊆ Fm and every homomorphism
h : Fm → A,

if Γ ⊢S ϕ and h[Γ] ⊆ F, then h(ϕ) ∈ F.
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Let us denote by FiS(A) the collection of all S-filters of A. It is known that
FiS(A) is a closure system, and if the logic S is finitary, then FiS(A) is an
algebraic closure system. We denote the closure operator associated with
FiS(A) by CA

S . The S-specialization quasi-order of A is the binary relation
≤A

S on A defined by

a ≤A
S b ⇐⇒ CA

S (b) ⊆ CA
S (a).

Definition 6.27. A logic S is said to be filter distributive when for all
algebra A, the lattice FiS(A) is distributive.

We consider the following equivalence relation ≡A
S on A defined as fol-

lows:

a ≡A
S b ⇐⇒ CA

S (a) = CA
S (b).

The relation ≡A
S is not in general a congruence on the algebra A.

Definition 6.28. A sentential logic S is called congruential if for every
algebra A, the relation ≡A

S is a congruence on A.

The class of algebras Alg(S) associated with a sentential logic S is de-
fined as follows:

Alg(S) :=
{

A : (∀θ ∈ Con(A))(if θ⊆ ≡A
S , then θ = ∆A)

}

.

In particular, if S is congruential, Alg(S) can be equivalently defined as

Alg(S) =
{

A : ≡A
S = ∆A

}

.

In the theory of abstract algebraic logic, the class Alg(S) is consider as
the canonical algebraic counterpart of the logic S .

Proposition 6.29. If S is a congruential logic and A ∈ Alg(S), then
≤A

S is a partial order on A.

Let S be a finitary congruential logic and A ∈ Alg(S). Thus we have
�A,≤A

S � is a poset. Then, every S-filter of A is an upset of �A,≤A
S �, and for

every a ∈ A, CA
S (a) = ↑a = {x ∈ A : a ≤A

S x}. A subset I ⊆ A is said to be
an S-ideal of A provided for all X ⊆ω I and all a ∈ A

if
⋂

x∈X

CA
S (x) ⊆ CA

S (a), then a ∈ I.

Equivalently, I is an S-ideal of A if for all X ⊆ω I and all a ∈ A,

(6.3) if
⋂

x∈X

↑x ⊆ ↑a, then a ∈ I2.

2A subset I of a poset P satisfying condition (6.3) is known as a Frink ideal ([17]) of P .
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Thus, it is clear that every S-ideal of A is a downset of �A,≤A
S �, and for

every a ∈ A, ↓a = {x ∈ A : x ≤A
S a} is an S-ideal of A.

Lemma 6.30. Let S be a finitary congruential logic and A ∈ Alg(S). If

I ⊆ A is a nonempty up-directed downset of �A,≤A
S �, then I is an S-ideal

of A.

Corollary 6.31. Let I ⊆ A. Then, I is a nonempty up-directed S-ideal
of A if and only if it is a nonempty up-directed downset of A.

6.3.2. The S-canonical extension for filter distributive fini-

tary congruential logics. Let S be a finitary congruential logic and
A ∈ Alg(S). We thus know that FiS(A) is a standard algebraic closure sys-
tem of upsets of the poset �A,≤A

S �. Let Iu be the collection of all nonempty
up-directed downsets of �A,≤A

S �. We denote by PrS(A) the collection of all
meet-prime elements of the lattice FiS(A).

Proposition 6.32. Let S be a filter distributive finitary congruential

logic S and A ∈ Alg(S). If F ∈ FiS(A) and I ∈ Iu such that F ∩ I = ∅, then
there is P ∈ PrS(A) such that F ⊆ P and P ∩ I = ∅.

Proof. It is a direct consequence of Corollary 4.6. �

Theorem 6.33. Let S be a filter distributive finitary congruential logic S
and A ∈ Alg(S). Then, the �FiS(A),Iu�-completion of the poset �A,≤A

S � is

the completely distributive algebraic lattice Up(PrS(A)) with the order em-

bedding α : A → Up(PrS(A)) defined as α(a) = {P ∈ PrS(A) : a ∈ P}.

Proof. It is a consequence of Theorem 4.11. �

Let S be a filter distributive finitary congruential logic and A ∈ Alg(S).
By [19], the S-canonical extension of A, denoted by AS , is defined as the
canonical extension (in the sense of [12]) of the meet-semilattice �FifS(A),⊇�,
where FifS(A) is the collection of all finitely generated S-filters of A. Since
FiS(A) is a distributive lattice, it follows that �FifS(A),⊇� is a distributive
meet-semilattice. Hence, by Corollary 4.21, the canonical extension AS of
�FifS(A),⊇� is completely distributive. Thus, in particular, AS satisfies the
(∨,

∧

)-distributive law

a ∨
∧

X =
∧

x∈X

a ∨ x.

Then, by Theorem 4.20 in [19], AS is the �FiS(A),I�-completion of �A,≤A
S �,

where I is the collection of the nonempty up-directed S-ideals of A. Hence,
by Corollary 6.31, we have that AS is the �FiS(A),Iu�-completion of �A,≤A

S �.
Therefore, by Theorem 6.33, we obtain that AS ∼= Up(PrS(A)).
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3434 L. J. GONZÁLEZ: COMPLETELY DISTRIBUTIVE COMPLETIONS OF POSETS

[28] R. Hickman, Mildly distributive semilattices, J. Aust. Math. Soc., 36 (1984), 287–315.
[29] B. Jónsson and A. Tarski, Boolean algebras with operators, Part I, Amer. J. Math.,

73 (1951), 891–939.
[30] B. Jónnson and A. Tarski, Boolean algebras with operators, Part II, Amer. J. Math.,

74 (1952), 127–162.
[31] H. M. MacNeille, Partially ordered sets, Trans. Amer. Math. Soc., 42 (1937), 416–460.
[32] W. Morton, Canonical extensions of posets, Algebra Universalis, 72 (2014), 167–200.
[33] H. Rasiowa, An Algebraic Approach to Non-Classical Logics, North-Holland (1974).
[34] W. R. Tunnicliffe, The completion of partially ordered set with respect to a polariza-

tion, Proc. Lond. Math. Soc., 28 (1974), 13–27.

Acta Mathematica Hungarica

L. J. GONZÁLEZ: COMPLETELY DISTRIBUTIVE COMPLETIONS OF POSETS


	COMPLETELY DISTRIBUTIVE COMPLETIONSOF POSETS
	Abstract.
	1. Introduction
	2. Preliminaries
	2.1. ˝1-completions based on standard ˝1-polarities.
	2.2. Some properties of ˜F, I˝-completions
	6. Applications
	6.1. An ˜F, I˝-completion for Tarski algebras.
	6.2. An ˜F, I˝-completion for Hilbert algebras


	3. ˜F, I˝-completions through separating collections
	4. ˜F, I˝-completions for F-distributive posets
	5. Extensions of maps
	5.1. Extensions of unary maps.
	5.2. Extensions of n-ary maps.

	6.3. An ˜F, I˝-completion for filter distributive finitary congruentiallogics.
	6.3.1. Preliminaries of abstract algebraic logic
	6.3.2. The S-canonical extension for filter distributive finitarycongruential logics.

	References




